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Editorial Note

We are  happy  to  bring  out  this  second volume of  the  Departmental  journal,
Journal of Physics Research and Education. We apologize for the inordinate delay
in bringing out this volume. We aim to publish a new volume regularly in every
year. The goal of JPRE is to have an amalgamating impact for the diversity of the
fields  of  physics  research  and  physics  education.  The  current  volume  has  a
distinctive  aspect  of  this  nature contributed together  by Ph.D.  scholars,  Post-
doctoral scholars and Professors. I hope this volume will reflect the current state
of interdisciplinary research, insightful reviews and will indicate the usefulness of
their material to physics education.

                                                                                                                                       Rajat K. Dey
Editor-in-Chief
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Variable thermoelectric parameters in Si / Ge zNR by electrostrictive application of

localized strain

Amretashis Sengupta∗

Department of Physics, P. D. Women’s College, Jalpaiguri, West Bengal-735101, India

In this work, we propose the tuning of thermoelectric performance of zigzag monolayer Silicene

and Germanene nanoribbon (SiNR/GeNR) with a reversible strain engineering method. By a pro-

posed electrostrictive method a tensile or compressive moderate strain of ±2% orthogonal to the

transport direction in a short region of the SiNR or GeNR is considered to be applied. A self-

consistent density functional tight binding (DFTB) approach is employed for the calculation of the

electronic properties of the system, while the vibrational properties are computed with classical

molecular dynamics simulations. Electron/phonon transport is computed with the Green’s func-

tion formalism. With the localized strain application it is observed that electron transmission and

current through the Si or GeNR remains largely unaffected while a suppression of the phonon trans-

port and thermal conductance can be achieved. A significant tuning is observed for thermoelectric

figure of merit and variations are seen in the Seebeck coefficient and the thermoelectric power factor.

Moreover the temperature and doping dependencies of these parameters also showed high degree

of tunability with strain. The enhancements in thermoelectric figure of merit by such simple strain

ON/OFF mechanism in a CMOS compatible architecture suggest good prospects for nanoscale ther-

moelectrics.

I. INTRODUCTION

Among the two-dimensional (2D) Dirac materials, Silicene and Germanene have general interest for the

semiconductor industry due to their electronic properties and elemental familiarity with the planar CMOS

process [1–8]. The prospect of these 2D materials for device and interconnect applications in the next

generation of VLSI chips is realistic and also augers well for flexible electronics [5–8]. Moreover, such

materials are also being explored for applications in optoelectronics, solar cells and chemical sensors [3–

11].

Silicene and Germanene nanoribbons (SiNR and GeNR), have also been successfully synthesized [12]

and studied in a number of theoretical and experimental works for their electrical parameters, spin transport,

hydrogen sensing and other properties [2–16]. Like graphene nanoribbons these 1D nanostructures can be

semi-metallic or metallic depending on their chirality and width [2–4, 17–19].

With the prospect of SiNR and GeNR interconnects and devices, the factor of application specific tai-
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loring of material properties is also important. The electronic properties in Si and Ge 2D sheets are found

to be altered with external electromagnetic or mechanical stimuli better than graphene due to their buckled

honeycomb structure [3, 4, 20–22]. The tuning of electro-thermal properties in nanostructures made of Sil-

icene or Germanene is also been investigated of late [20–30]. This is quite important from the point of view

of thermoelectric devices, thermal management in integrated circuits and other applications such as NEMS.

An important aspect of tailoring material properties in nanoelectronics application would be the reversibil-

FIG. 1: Schematic of the proposed straining mechanism (not to scale).

ity of the induced enhancement/suppression of certain parameters. While much work has been carried out

on the impact of line and point defects and dislocations on the thermoelectric behavior of Dirac materials

[17–32] such topological changes are difficult to form in a controlled manner and are not something that

can be switched on/off at will. The application of compressive vertical strain by means of electrostriction

of a piezoelectric “gate” terminal to switch a bilayer MoS2 channel has also been proposed by Das [33].

While this can be a highly efficient method to change electrical properties of multi-layered structures with

changing the interlayer van der Waals gap, for monolayer systems the application of in-plane strain is more

effective for tuning material properties [34] Such a system may be achieved by an in-plane electrostrictive

architecture consisting of SiNR and GeNR being subject to a localized strain applied by a piezoelectric

finger (or control bar) in a direction orthogonal to carrier transport [33, 34] Depending upon the polarity

of the voltage applied on the bar the region of SiNR / GeNR suspended on it can be expanded and con-

tracted. The issue of weak strain transfer in such an layered architecture may be mitigated by encapsulation
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of the region of SiNR or GeNR within the piezo-material, such as ZnO or PMN-PT. This gives rise to three

possible states of such a system/ device, the perfect state where no bias is applied to the control bar, the

state of tensile (positive) strain, and that of compressive (negative) strain. Fig. 1 shows the schematic of the

proposed straining mechanism.

Considering a moderate strain of ±2% and the perfect case (0% strain), we compute the electronic and

thermo-electric parameters of zigzag SiNR and GeNR devices by means of atomistic simulations. With

density functional tight binding (DFTB) formalism [35–37] the electronic properties of the system are eval-

uated, while the phonon calculations are performed with the frozen phonon approximation [38, 39] with a

small-displacement method using classical potentials [38, 40, 41] The electron and phonon transport calcu-

lations are done with the Landuer approach within the non-equilibrium Green function (NEGF) framework

[38, 42–46]. The thermoelectric parameters were evaluated with the PyQuanTE code [32] We calculate the

carrier transport, phonon transmission, spectral currents and the various thermoelectric parameters namely

the Peltier and Seebeck coefficients, thermoelectric conductance, thermoelectric figure of merit and the

thermoelectric power factor. The variation of thermoelectric parameters with temperature was also studied

in detail.

II. METHODOLOGY

We consider(8, 8) zigzag SiNR and GeNR with comparable width of ∼5.5 nm. The proposed device

consists of ideal semi-infinite contacts connected to a central region which is about 25 nm long. At the

middle of this central region the ±2% strain is considered on a section of 5 nm long ‘active’ area (indicated

in the schematic Fig. 1). The length of the central region ensures sufficient screening distance available on

both sides of this active area, so as to properly match with the perfect contacts.

With density functional tight binding (DFTB) formalism the electronic properties of the system is sim-

ulated [38]. The tight binding method is chosen for it’s high computational efficiency for handling systems

with such large number of atoms. We use the Slater-Koster parameters for Si and Ge [38, 47] for our cal-

culations. 1 × 1 × 24 k-points in a Monkhorst-Pack grid [48] are used for sampling the device supercell.

The phonon calculations are carried out under the frozen phonon approximation [38, 39] using the classi-

cal Stillinger-Weber [40, 41] type classical potential. A central finite difference method, inclusive of the

acoustic sum rule with 180 atomic displacements of 0.01 magnitude, was employed for calculation of the

symmetric dynamical matrix.

The electron current flowing between the two semi-infinite ideal contacts (1 and 2) is evaluated with
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Landauer formula [42–45]

I =
q

h

+∞∫
−∞

dE Im el(E) [fFD (E − µ1, T1)− fFD (E − µ2, T2)] , (1)

where fFD(.) is the Fermi-Dirac distribution function, µ and T the electrochemical potential and the tem-

perature of the contacts respectively, and Im el the electron transmission function. For a small temperature

difference, the electrical conductance derived from Eq. (1) has the following form [32, 38, 46]

Ge =
2e2

h

+∞∫
−∞

dE Im el(E)

(
−dfFD(E, T )

dE

)
. (2)

The heat current IQ develops between contacts due to temperature gradient and is related to the thermal

conductance κ as [32–38]

κ =
dIQ
dT

∣∣∣∣
I=0

. (3)

The methodology for electron transport and phonon transport is available in detail in standard literature,

such as Refs. [42–46].

The electron thermal conductance can be written as [32]

κe =
2

kBT 2h

(
L2 −

L2
1

L0

)
, (4)

where the Onsager coefficient Ln is expressed as [32, 49]

Ln =

+∞∫
−∞

dE(E − EF )
nIm el(E)

(
−dfFD(E, T )

dE

)
. (5)

In the low temperature difference limit, the phonon thermal conductance can be defined as

κph =

+∞∫
−∞

dω

2π
~ω Im ph(ω)

(
∂fBE(ω, T )

∂T

)
, (6)

where Im ph is the phonon transmission, fBE(.) is the Bose-Einstein distribution function and ω the phonon

frequency.

The Seebeck coefficient or thermopower ( S ) can be expressed as [45–49]

S(T ) = − 1

eT

L1

L0
. (7)

The thermoelectric figure of merit ZT is given as [45–49]

ZT =
GeS

2T

κe + κph
. (8)
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III. RESULTS AND DISCUSSION

In our calculations the electron-phonon and the phonon-phonon couplings were not taken into account

since the scattering length in such Dirac materials greatly exceed the dimensions considered herein [2, 3, 17–

32].

The phonon transmission spectra as in Fig. 2(b) shows significant suppression upon the application of

±2% strain in the NR structures. A tensile strain shows slightly less suppression at lower energies as

compared to compressive strain for GeNR. For the SiNR both strained conditions show a very similar

nature of reduction from the unstrained condition. For GeNR the phonon transmission states exist mostly

between 0 to 0.04 eV, for SiNR the range expands to 0 to 0.08 eV. The greater suppression of the phonon

transmission against electron transmission upon introduction of non-uniformity in lattice is something that

is observed in other 1 dimensional systems as CNTs [32].

(a)

(b)

FIG. 2: (a) Electron and (b) phonon transmission spectra of the various devices at equilibrium condition.
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In Fig. 3, the conductance of the various conditions of the SiNR and GeNR systems for variation in

temperature and Fermi level position is shown. The change in fermi level position is considered resulting

from a variation in chemical doping or electrostatic doping by the application of a gate voltage (VG). We

designate this Fermi level modulation as eVG in our plots and refer to them as simply doping. We see that

with the increase in temperature the peaks of the conductance reduces in magnitude, at the same time the

peaks become more broadened and less strong for the same amount of doping.

In the presence of a symmetry breaking event as strain, the coherence of the transmission states is lost

to some degree resulting in the reduction in the conductance. The distinct fluctuations at 100 K smoothen

out as the temperature is increased and can be attributed to change in the Fermi distribution of the system.

The conductance in both SiNR and GeNR seem vary more with change in temperature, near the maxima

or minima than in other positions of the plots. Also the GeNR displays slightly more conductance against

SiNR structures for higher amounts of doping.

Coming to the thermal conductivities in Fig. 4, we can see a reduction in the thermal conductivity of the

SiNR and GeNR configurations upon the application of both tensile and compressive localized strain. This

is consistent with our aim of enhancing thermoelectric qualities of the nanoribbons with strain engineering.

For the low temperatures the contribution due to phonons is shown by dashed lines. An interesting obser-

vation at this point is the dominance of the electron contribution to the thermal conductivity over the lattice

part which is largely due to the metallic nature of zigzag SiNR and GeNR. For these NRs the electronic κe

and lattice κph part of the thermal conductivity are at best equal at low doping levels at 100 K while for 300

K and above the electronic part becomes dominant even for the undoped condition.

The Seebeck coefficients of the SiNR and GeNR shown in Fig. 5, show a minor increase with strain appli-

cation (both tensile and compressive) for the same level of doping at temperatures in excess of 300 K. In

the SiNR it is seen that with increase in negative doping and temperature the plots tend to bunch together

more than that in case of GeNR. An oscillatory behavior of S with doping is seen in all cases, with a gradual

smoothing of the fluctuations with increase in temperature. Even at temperatures at and above 300 K, the

change of sign of the Seebeck coefficient with change in doping sign and also magnitude is present. For

instance, for the GeNR a changeover from positive values to negative value of Seebeck coefficient occurs

around -0.6 eV for the GeNR. On the positive doping side a changeover of S from the negative to positive

value occurs around 0.8 eV for the GeNR. For SiNR these turning point is around -0.4 eV (S > 0 to S < 0

) and +0.4 eV (for S < 0 to S > 0). This indicates a modulation of the thermal transport behavior between

electron dominated (where S < 0 ) and hole dominated (where S > 0 ) regimes in such SiNR and GeNR

systems as the doping and temperature changes.

6 © 2024  Dept. of Physics, NBUJ. Phys. Res. Edu.



FIG. 3: Variation of conductance (G) of the SiNR and GeNR for different conditions with doping and temperature.

The thermoelectric figure of merit (ZT) plotted in Fig. 6, shows more diverse behavior in terms of change

of material and strain than other thermoelectric coefficients presented earlier. The peak values of the fig-

ure of merit differ depending on the material, temperature and nature of strain and are usually between

0.12-0.25, which is acceptable considering the single layered one dimensional structures considered in our

7 © 2024  Dept. of Physics, NBUJ. Phys. Res. Edu.



FIG. 4: Variation of thermal conductance (κe,ph ) of the SiNR and GeNR for different conditions with doping and

temperature. Electronic part shown in solid lines, while lattice (phonon) part shown in dotted lines.

studies. It is seen in SiNR that at very low doping levels and low temperature of 100 K, ZT shows values

larger than that for temperatures of 300 K and above for similar doping. For SiNR with increase in tem-

perature the ZT plot spreads out more and has a lesser maxima at the same positive doping value, which

8 © 2024  Dept. of Physics, NBUJ. Phys. Res. Edu.



FIG. 5: Variation of Seebeck coefficient (S) of the SiNR and GeNR for different conditions with doping and temper-

ature.

is different from GeNR. With application of strain, the most significant increase in ZT is seen in SiNR,

where for temperatures of 300 K and above a ∼30-35% increase is seen ZT for minor doping levels with

±2% localized strain. Also this enhancement in SiNR is more for the negative doping than positive doping

values. In GeNR at temperatures above 300 K a higher degree of ZT enhancement of about 25% can be

9 © 2024  Dept. of Physics, NBUJ. Phys. Res. Edu.



FIG. 6: Variation of the thermoelectric figure of merit (ZT) of the SiNR and GeNR for different conditions with

doping and temperature.

seen for ±2% of strain. These results indicate that by applying a moderate strain(±2%) on a small section

of a 1D SiNR or GeNR, it is possible to significantly tune the thermoelectric behavior of the material up to

35% for SiNR 25% for GeNR. The reversible nature of the induced deformation, makes it a good candidate

for tunable thermoelectric devices/ interconnects.
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FIG. 7: Variation of the thermoelectric power factor of the SiNR and GeNR for different conditions with doping and

temperature.

The thermoelectric power factor(PF), shown in Fig. 7, also confirms tuning with application of strain.

The response however is a different for SiNR and GeNR structures. Overall there is a rather minor change

in case of the PF for the GeNR with negative doping and a slight decrease in the maxima of the power

factor, for the positive doping. The SiNR however shows a marked increase in PF with ±2% strain for the

low negative doping region, especially at 300 K. For doping levels of -0.2 eV, the PF rises about 3-4 times

11 © 2024  Dept. of Physics, NBUJ. Phys. Res. Edu.



FIG. 8: Variation of the current through the SiNR and GeNR structures at a driving voltage of 1V.

for 300 K operating temperature.

While engineering the thermoelectric properties it is important to reduce thermal conductivity while

ensuring minimal effect on the electrical conduction. In order to investigate the effects of strain on the elec-

trical current in the SiNR and GeNR, we carried out non-equilibrium Green function (NEGF) simulations

for a moderate bias of 1 V (at 300 K) and evaluated the maximum ballistic current with the two probe

Landauer method. The results (Fig. 8) show that the zigzag SiNR and GeNR structures can offer a good

driving current in the range of 90-120 µA and the effect of localized strain on the output current is rather

small(< 5 − 7%). This is quite a positive factor considering the aim in thermoelectric tuning is to have

variation in the heat transport properties of a system without much significantly affecting the electronic

transport. Since Silicene or Germanene are Dirac materials, through charge pumping or adsorption doping

they can be rather easily modulated between n-type or p-type materials [50]. Reports regarding silicene

based TEGs have also appeared [51].
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IV. CONCLUSION

In this work we explore how a reversible effect as in-plane strain application in a localized manner can

be employed to tune the thermoelectric properties of zigzag silicene and germanene nanoribbons. With

atomistic simulations we investigate the electron transmission properties and with classical potentials the

phonon properties are investigated. The thermoelectric properties are evaluated from the electron and the

phonon transmission spectrum calculated under the NEGF formalism. Our studies show a good degree of

tuning of electrothermal coefficients are attainable by such strain engineering in SiNR and GeNR systems.

A suppression of thermal conductivity while keeping the electronic transport not as much affected was

possible to achieve in particular for both the SiNR and the GeNR systems. For GeNR and SiNR devices,

25% and 35%, respectively enhancement is seen in ZT for similar conditions by application of the moderate

strain of ±2% in a small portion of the entire NR. These results indicate a good prospect of controlling the

electrothermal performance of SiNR and GeNR structures with a simple mechanism and is important from

the point of view of nanoscale thermoelectrics in next generation devices and sensors.
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The observable universe is fundamentally inhomogeneous and anisotropic. Quantum description

of the generation of these inhomogeneities and anisotropies is ill-understood and unsatisfactory. Af-

ter providing a brief account of the standard approach of the generation of the classical density

perturbations starting from the quantum fluctuations of inflaton field, I critically review various as-

sumptions which are crucial for the success of this description, and point out various shortcomings

around it. I also discuss the basic ideas and recent works by using an alternative path to overcome

those shortcomings which is motivated by the so-called Collapse Model interpretation of quantum

mechanics. Inspired by these works, I argue the necessity of constructing a class of manifestly

inhomogeneous and anisotropic quantum states after inflation and discuss my recent works which

provide one such prescription of building such a state, called the T−vacuum, defined in the radiation

dominated stage of the early universe.

I. INTRODUCTION

For long our central source of information about the structure and the evolution of the universe were

restricted to the observations of redshifts from distant galaxies at the astrophysical scale. In 1965 a nearly

isotropic background of microwave radiation was discovered which revolutionized our understanding of the

universe due to an access to a large cosmological data. Observations on the distant galaxies provided us an

information, even before the observed microwave radiation, that the universe is in an expanding phase. If

we have to believe that the expansion of the universe is a feature from the earliest of times, then we could

imagine that in the past the matter was hotter and denser than present. In a distant past the temperature was

so high that electrons were not bound with atoms and radiation in the form of photons were in collisions

with matter and hence the radiation was in thermal equilibrium with matter. The number density of photons

in equilibrium with matter at temperature T followed a black-body distribution. As time passed matter

become cooler and denser forming nucleus and then atoms but the photons got separated and began a free

expansion, but its spectrum kept the same form. Usually, it is assumed that there was a time t = tL where

the radiation got suddenly separated from matter, and this L stands for the surface of the “last scattering”.
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For the expanding universe with scale factor a(t) the frequency ν of freely moving photons at a time t > tL

would have had a frequency νa(t)/a(tL) at the time of decoupling. The effect of cosmic expansion is

such that the form of the blackbody spectrum remain unaffected during the free expansion after photons

went out of equilibrium with matter just the temperature gets a modification. This modification relates the

temperature at any later time after this “photon decoupling” with the temperature at the last scattering, given

by T (t) = T (tL)a(tL)/a(t). While the instantaneous decoupling of photons is an approximation, it is quite

a convincing one as frequent elastic and infrequent inelastic collisions even during the transparent photon

era would not modify the blackbody spectrum by much.

George Gamow was one of the first to realize the possible existence such a background spectrum [1] but

it was not until 1965 when a detection was made by the radio telescope by Penzias and Wilson [2] which

could only detect the radio wavelength of 7.5 cm and a temperature of about 3.5 ± 1.0 K. Subsequently,

NASA’s COBE and WMAP missions measured this Cosmic Microwave Background (CMB) radiation’s

average temperature as 2.726 K.

Although this Cosmic Microwave Background (CMB) radiation is highly isotropic there exist several

types of relatively small anisotropies and these characteristics of CMB provide some of the most revolution-

ary information about our universe. The frame of CMB provides a natural frame of reference for studying

the universe. Among the various types of anisotropies, that do appear in the CMB temperature distribution

over the sky, one is due to the Earth’s own motion, and the temperature of CMB varies depending on which

direction we look up to. Earth’s own motion with respect to the CMB frame depends on the motion of the

solar system as well as the rotation of the galaxy itself. According to the WMAP satellite experiment the net

velocity of the local group of galaxies relative to the microwave background is 627± 22 km/s in a specific

direction given by an azimuthal angle ` = 276 ± 3 degrees and the angle between the galactic plane with

the line of sight b = 30 ± 3 degrees [3]. The second type of anisotropy is due to the Sunyaev-Zel’dovich

effect [4] which attributes to the scattering of radiation by electrons in the intergalactic space in between the

clusters of galaxies along the line of sight. Apart from these secondary anisotropies which are caused by the

late universe and appear during the journey of CMB photons to their way to us, there is also primary type

of anisotropies that have their origin in the early universe [5]. The primary anisotropies are originated at the

Last Scattering Surface (LSS at z = 1090) due to various processes, for example, (i) an intrinsic tempera-

ture fluctuations in the electron–nucleon–photon at the time of last scattering, (ii) the Doppler effect due to

velocity fluctuation in plasma, and (iii) Sachs-Wolfe effect which is redshift/blueshift due to a fluctuating

gravitational potential [6].

While it is possible to derive an empirical formula relating the anisotropies in CMB with a stochastic

fluctuation of a classical field representing the density perturbations, it is of utmost importance to understand
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the fundamental origin of those empirical formulas of classical, stochastic density perturbations, for which,

we need a quantum treatment simply because it is the the large fluctuations of the primordial quantum fields

which are responsible for the generation of density perturbations in the first place.

In this article I review the physics behind the origin of the tiny anisotropies at the LSS from a quantum

standpoint. The reason behind this is the fact that the in the inflationary universe, and even a short (but

unknown) period after inflation, all matter fields were quantum, and the fluctuations of these quantum

fields, famously named “inflaton”, are the source of these observed angular temperature fluctuations in the

CMB. This article is organized as follows: in the next section I discuss the empirical formula that can be

constructed using the temperature fluctuations and relating those with the fluctuations of the classical density

perturbations. We introduce the famous Harrison-Zel’dovich power spectrum which is what is observed

from CMB. Next, in section I provide an elaborate discussion, based on the monograph by Weinberg

[3], describing standard quantum description that is most famous in the literature. Here, I will be using

a critical stance, strictly reviewing the underlying assumptions, and in the next section I will refute all

four popular assumptions, which will lead us to the foundation problems with quantum theory. In section , I

shall present new alternative path to understand the quantum description using the so-called Collapse Model

interpretations of quantum theory. Finally, in section I will present some new results derived by us in order

to understand better quantum fields in radiation dominated universe. This last section is a complementary

path to define a set of physically motivated anisotropic quantum vacuum states with an ambition that finally

we may be able to point these works down to yet unknown quantum state of the early universe at LSS (or

before) generating the density perturbations more convincingly.

II. CMB TEMPERATURE FLUCTUATION AND THE POWER SPECTRUM

In the integrated Sachs-Wolfe effect the perturbation to the gravitational potential is a time dependent

function δφ(x) where x is the comoving coordinate. This perturbation slightly changes the frequency of

the emitted photon from the point x on the LSS, and its energy is also slightly shifted. This implies that

the temperature obtained by looking in a particular direction n̂ is shifted from the averaged value over the

whole sky, given by [3]

∆T (n̂)

T0
= δφ(n̂RLSS), (1)

where

RLSS =
1

H0a(t0)
√

ΩK
sinh

[√
ΩK

∫ 1

1/(1+zL)

dx√
ΩΛx4 + ΩKx2 + ΩMx+ ΩR

]
(2)
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is the radial coordinates for the LSS, Ωλ,ΩM ,ΩR are the fractions of energy densities corresponding to

vacuum, non-realtivistic and relativistic matters and ΩK = 1 − ΩM − ΩR − ΩK , K = 0,±1 (spatially

flat, open/close), x = a/a0 = 1/(1 + z) (z is the redshift factor). The subscript zero belongs to the present

value and zL = 1090 is the redshift of the LSS. The perturbation to the gravitational potential also affect

the rate of expansion of the universe that also leads to a fluctuation of the temperature given by

∆T (n̂)

T0
= −2

3
δφ(n̂RLSS). (3)

The total fractional change in temperature is then the sum of Eq. (1) and Eq. (4), and is given by

∆T (n̂)

T0
=

1

3
δφ(n̂RLSS). (4)

which is known as the Sachs-Wolfe effect which is related with the perturbation δρ in the total mass density

through the Poisson equation, given by

1

a2
∇2δφ(x) = 4πGδρ(x). (5)

This equation, after expressing the Fourier transformation of δρ(x) in terms of δφ(x) yields the correlation

function of the density fluctuations

〈δρ(x, t)δρ(x′, t′)〉 =
1

(4πGa(t)a(t′))2

∫
d3k Pφ(k)eik.(x−x

′), (6)

where Pφ(k) is the power spectrum which is conventionally expressed as

Pφ(k) = N2
φk

n. (7)

Observations of the density correlation function has shown that the above expression takes the so-called

Harrison-Zel’dovich form [7] with Nφ ' 10−5 and n = 1.

III. THE STANDARD QUANTUM DESCRIPTION OF THE POWER SPECTRUM

One of the celebrated successes of inflationary cosmological theories lies in the fact that it provides a

natural quantum mechanical origin of cosmological fluctuations observed in CMB as described in the last

section and in the large scale structure of matter. In this section I shall briefly discuss the standard picture

keeping a close attention to various assumptions and hypothesis that are at play. I present here only the

relevant part for this article following Weinberg’s monograph [3]. My aim is not repeat everything that is

already discussed there but to give a much condensed version with a special focus on the basic structure
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beneath the complete construction. Let us consider the simplest model of inflation with a single inflaton

field φ(x), given by the action

I =

∫
d4x
√
−g
(

1

2
gµν∂µϕ∂νϕ− V (ϕ)

)
, (8)

where V (ϕ) is an arbitrary real potential. The first step is to express the scalar field as a sum of unperturbed

ϕ̄(t) plus perturbation δϕ(x, t) that depends on both space and time, given by

ϕ(x, t) = ϕ̄(t) + δϕ(x, t). (9)

Similarly, the metric is given by the unperturbed Friedman-Robertson-Walker metric ḡµν(t) plus a small

perturbation hµν(x, t),

gµν(x, t) = ḡµν(t) + hµν(x, t). (10)

The unperturbed Friedman equation (with K = 0) is

H2 =
8πG

3

(
1

2
˙̄ϕ2 + V (ϕ̄)

)
(11)

while the field equation for the unperturbed inflaton field is

¨̄ϕ+ 3H ˙̄ϕ+ V ′(ϕ̄) = 0 (12)

Now for the perturbations one may consider the Newtonian gauge to select h00 = −2Ψ, h0i = 0, hij =

−2a2δijΨ. The Einstein equation and energy conservation equations for the perturbations are

Ψ̇ +HΨ = 4πG ˙̄ϕδϕ (13)

δϕ̈+ 3Hδϕ̇+ ∂2
ϕ̄V (ϕ̄)δϕ− 1

a2
∇2δϕ = −2Ψ∂ϕ̄V (ϕ̄) + 4Ψ̇ ˙̄ϕ

(14)

while the constraint equation can be simplified using the relationship Ḣ = −4πG ˙̄ϕ2 and is given by(
Ḣ − 1

a2
∇2

)
Ψ = 4πG (− ˙̄ϕδϕ̇+ ¨̄ϕδϕ) . (15)

Once the above set of differential equations Eq. (13)-Eq. (15) describing the perturbations of the metric

and the inflaton field are obtained the next step is to find the complete set of field modes which can be used

to express the fluctuations as

δφ(x, t) =

∫
d3k

[
δϕk(t)e

ik.xak + δϕ∗k(t)e
−ik.xa∗k

]
, (16)

Ψ(x, t) =

∫
d3k

[
Ψk(t)e

ik.xak + Ψ∗k(t)e
−ik.xa∗k

]
. (17)
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At sufficiently early times one has k/a >> H and k/a >> ∂2
ϕ̄V (ϕ̄), and the solution of the field

equations Eq. (13)-Eq. (15) in their mode form satisfy the initial conditions as a(t)→ 0,

lim
a(t)→0

δϕk(t) =
1

(2π)3/2a(t)
√

2k
e−ik

∫ t
t∗ dt

′/a(t′), (18)

lim
a(t)→0

Ψk(t) =
4iπG ˙̄ϕ(t)

(2π)3/2a(t)
√

2k
e−ik

∫ t
t∗ dt

′/a(t′), (19)

while their complex conjugates are the other set of independent solutions. Also, in the early times the

coefficients ak and a∗k can be identified with the creation and annihilation operators. Note that, although

here the same creation and annihilation operators appear in the scalar field and gravitational perturbations Ψ

does not correspond to gravitational radiation, rather it is an auxiliary field and a functional of the inflaton

field δϕ in the similar way that in the Coulomb gauge quantization of quantum electrodynamics the time-

dependent component of the vector potential is a functional of the charged matter fields. The vacuum

expectation values of the paired fields are given by

〈0|δϕ(x, t)δϕ(y, t)|0〉 =

∫
d3k|δφk(t)|2eik.(x−y), (20)

〈0|Ψ(x, t)Ψ(y, t)|0〉 =

∫
d3k|Ψk(t)|2eik.(x−y), (21)

〈0|δϕ(x, t)Ψ(y, t)|0〉 =

∫
d3kδφk(t)Ψ

∗
k(t)e

ik,(x−y), (22)

〈0|Ψ(x, t)δϕ(y, t)|0〉 =

∫
d3kΨk(t)δφ

∗
k(t)e

ik.(x−y). (23)

As mentioned in the literature [3, 8] that clearly these are quantum averages and not the averages over

an ensemble of classical field configurations which is evident from equations Eq. (22) and Eq. (23). These

two equations produce complex results for the averages of products of real scalar fields. However, it is

critical that they reproduce classical results of density perturbations that will eventually be seen in the CMB

map. In order that to happen these averages, although quantum and complex in the beginning of inflation,

must lead to classical and real values at the end of inflation for the appropriate field modes which contribute

to the primordial inhomogeneities in the classical density and an anisotropy over the CMB sky. This is a

challenging task for various reasons one of them is of course to explain satisfactorily how this quantum-to-

classical transition might have taken place.

There are three assumptions are made to explain the emergence of classicality:

• Assumption 1: Just as in the measurement of the spin in the laboratory a decoherence will take place

making the above-mentioned quantum averages Eq. (20)-Eq. (23) “classical”.

• Assumption 2: This quantum-to-classical transition happen when the perturbations exit the Hubble
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horizon. These perturbations δφk and Ψk become classical and are locked into one of the ensembles

of classical configurations. Hence can be treated classically.

• Assumption 3: Once the universe become “classical” in the above sense one may use the so-called

Ergodic Theorem [3] to interpret averages over ensembles of possible classical universes as averages

over the position of the observer in our universe.

The first goal of this article is to present some concrete counter-arguments of all the above assumptions

that have been made in various recent works and to show that none of the assumptions are satisfactory

enough to resolve the issue at hand. In fact, these assumptions are inevitably related with the foundation of

quantum theory – the so-called “Measurement Problem” – which till date is unresolved.

But before we delve into such arguments let us first complete the review of the remaining steps leading

us to the standard explanation of the Harrison-Zel’dovich power spectrum for the CMB anisotropies.

Since the observational quantities related with the cosmological fluctuations are outside the horizon, after

inflation it is not necessary to calculate the full set of equations Eq. (13)-Eq. (15) with the initial conditions

Eq. (18) and Eq. (19) for which one also has to select a potential V (ϕ). Rather one focuses on a quantity

Rk = −Ψk + Hδϕ/ ˙̄ϕ which is conserved outside the horizon during inflation. The aim is to use this

quantity to provide an initial condition for the evolution of perturbations after they re-enter the horizon later

but before than the decoupling time. The function R(x, t) is related with Rk much to the same way as

perturbations in equations Eq. (16) and Eq. (17) while the quantum average is given by

〈0|R(x, t)R(y, t)|0〉 =

∫
d3k |Rk(t)|2 eik.(x−y). (24)

It is easier to solve Rk(t) directly than solving for δϕk(t) or Ψk(t), however, usually a different gauge

(than Newtonian) is chosen for a simpler calculation. The vacuum is defined in the early times as a(t)→ 0,

for the modes satisfying k/a >> H which are essentially same as free massless real scalar field modes in

Minkowski spacetime, and it is simply given by ak|0〉 = 0. The assumption is that the state of the universe

during inflation is the vacuum ak|0〉 = 0 which is known as the Bunch-Davies vacuum [9]. This is the

fourth assumption:

• Assumption 4: the state of the universe during inflation is in the Bunch-Davies vacuum ak|0〉 = 0, in

Eq. (20)-Eq. (23) and Eq. (24), which is defined in the early times of inflationary epoch as a(t)→ 0.

This Fourier transform ofR(x, t) satisfy the Mukhanov-Sasaki equation [10]

d2Rq
dη2

+
2

η

dRq
dη

+ q2Rq = 0, (25)
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where η =
∫

dt
a(t) is the conformal time. The initial condition, for a(t)→ 0, is given by

Rk(t) = − H(t)

(2π)3/2
√

2ka(t) ˙̄ϕ
e
−ik

∫
dt′
a(t′) . (26)

While integrating Eq. (25) one considers the limit from a = 0 to beyond the horizon for which q/a << H .

In this limit it is possible to drop the last term Eq. (25) multiplying q2 and then there are basically two

solutions for Rk. One of those is decaying while the other is a nonzero constant Rk = R0
k. This constant

valueR0
k in the super-Horizon limit is used for the analysis of cosmological fluctuations.

The quantity R0
k is independent of the nature of inflaton potential in the deep sub-Hubble region while

it is constant in the deep super-Hubble scale. However, the potential V (ϕ) plays its role while the perturba-

tions becomes super-Hubble from the sub-Hubble scale as a(t) increases with time – a phenomena usually

named as the “Hubble exit” of the perturbations. This feature of the inflationary era, while imprinted on the

cosmological perturbations, can be revealed by observing the scalar fluctuations in the later stages of the

expanding universe.

This property of Hubble exit in the inflationary universe provide a bound on the maximum number of

e-foldings during the inflationary period before the beginning of the next epoch (the radiation dominate era)

which, for the slow-roll inflation, is given by

N0 = ln

(
ρ0
r

0.037 h eV

)
, (27)

where ρ0
r energy density at the beginning of the radiation dominated era. Putting the values of other quanti-

ties one can calculateN0 ' 68 which means that we are restricted to explore these 68 e-foldings of inflation

by studying the scalar perturbations.

As mentioned above, the particular value of the scalar perturbationR0
k does not depend on the particular

choice of the potential but on the slow-roll character of the same, and this is helpful to carry out a spe-

cific calculation with a potential that obey such a property, for example V (ϕ) = Ae−λϕ where A, λ are

constants. The final result forR0
k in the limit q/a << H can be expressed as [3]

R0
k = −i

√
16πG

k3/2

(
H(tk)

8π3/2
√
ε

)
, (28)

where tk is the comoving time for Hubble exit. The power spectral function for this solution is then given by

the factor k4|R0
k|2, which is proportional to k, and therefore matches with the Harrison-Zel’dovich spectrum

as discussed in the previous section and given by equation Eq. (7). The theoretical restriction on the value

of the constant ε < 1 and it is defined as ε = − Ḣ
H2 = λ2

16πG . Observations, such as WMAP, is able to fix

the value of this parameter which is found to be (third year WMAP result) ε = 0.021 ± 0.008 which is in

accordance with the theoretical restriction.
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This completes our brief review of the standard approach to describe the observed anisotropies based on

the cosmological perturbation theory using inflaton field with a general but slowly rolling potential. While

it is remarkable that the correct form of the Harrison-Zel’dovich spectrum Eq. (7) is obtained it is also

important to review necessary assumptions that are at the core of this approach which we want to perform

in the next section.

IV. UNSATISFACTORY ISSUES WITH THE STANDARD APPROACH

In this section I review the four assumptions that are listed in the previous section and discuss if the

arguments behind these assumptions are acceptable beyond criticisms and why there is a wide range of

disagreement on their acceptability.

• Reviewing assumption 1: in their works Perez, Sahlman and Sudarsky [11, 12] had pointed out sev-

eral shortcomings that are associated with the standard explanation of the quantum origin of classical

density perturbations. One cannot compare the appearance of classical result starting from Eq. (20)-

Eq. (23) to a laboratory situation of spin measurement. While in the latter there is an “observer”

performing the act of “measurement” by an appropriate use of an “apparatus”, none of these is true

for the situation at hand in the early universe where we are describing the vary fact of structure

formation. No physical entity can perform any such act of measurement and therefore assump-

tion 1 described in the previous section cannot be objectively acceptable. As Weinberg mentions in

his monograph [3] “... decoherence cannot occur until expectation value of products of real fields

become real...”, and therefore decoherence do not make the complex quantum averages into real sta-

tistical averages by itself. The unitary property of quantum theory does not allow this to happen and

we do need something extra such as a spontaneous collapse of the wavefunction which is the topic

for the next section.

• Reviewing assumption 2: although it is often argued that when the perturbations exit the Hubble

horizon during the inflationary period they suddenly become classical and get locked in that classical

state until they reappear inside the Hubble horizon during the radiation dominated era and detected

in the LSS. In an important work by Singh, Modak and Padmanabhan [13] a systematic study was

performed to review this particular assumption. We used a Schrodinger picture and studied the

evolution of real, massive scalar field in a toy universe with three stages of expansions given by

the inflationary stage, radiation dominated stage and late time de Sitter stage. Using a notion of

the strength of “classicality” as a measure of standard correlation between the field modes and its
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momentum via Wigner function, developed in some earlier works [14, 15], we could quantify the

level classical behavior for such modes. This model although is not exact to the quantization of both

the gravitational and inflaton perturbations at the same time, it is in fact a very good approximation

and in line with a semiclassical viewpoint where one only quantize the fields but not the background

metric. Our result showed interesting properties – (i) we could show that the degree of classicality

is maximum when the field modes exit the Hubble radius during the inflationary period, which is

in agreement with the first part of the assumption made in [3], however, we also found (ii) that the

second part of the assumption is violated since the degree of classicality oscillates when the same

mode reenters the Hubble scale during the radiation dominated era. Therefore, they do not get

locked in any classical configuration and the hypothesis that those modes are responsible for the

classical density perturbations in the LSS is misleading.

• Reviewing assumption 3: the validity of this assumption needs the validity of the first two assump-

tions which, as we have discussed above, are not acceptable from a more fundamental point of view.

We may need new physics in order to establish the first two hypotheses and once this objective is

ensured then one may review the “Ergodic Theorem” as described by Weinberg [3].

• Reviewing assumption 4: the assumption that the quantum state of the universe during inflation is

given by the Bunch-Davies vacuum has a serious problem which was also pointed out by Perez,

Sahlman and Sudarsky [11, 12]. The main objection is the following – one cannot explain the ob-

served anisotropies after inflation starting from quantum averages Eq. (20)-Eq. (23) or Eq. (24) where

the quantum state |0〉 = |0〉BD, the initial conditions are Eq. (18), Eq. (19) and Eq. (26), while the

evolution during the inflationary period is all unitary. This is simply because the Bunch-Davies state,

by definition is homogeneous and isotropic, and no unitary evolution can break this symmetry and is

able to dynamically produce anisotropies which we eventually observed in CMB and associate with

the density perturbations on the LSS.

We therefore conclude that none of the assumptions mentioned in the section and used in the literature

(as summarized in [3]) are not convincing enough and there is a scope of new ideas to eventually reproduce

the Harrison-Zel’dovich spectrum in Eq. (7) from other viewpoints.

V. ALTERNATIVE PROPOSALS USING THE OBJECTIVE COLLAPSE MODELS

The quest for satisfactory resolution of the “Measurement Problem” gave birth to several versions of

quantum mechanics, and among them are (a) Many World Interpretation (MWI) [16], (b) Bohmian Me-
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chanics [17] and (iii) Objective Collapse Models [18–20]. Considerations for addressing the generation

of classical density perturbations is a common topic that has been addressed from all of the above three

versions except for the MWI, for which this issue the problem does not need any new explanation. How-

ever, using the Bohmian approach this problem was addressed to some extent [21, 22]. Finally, there were

various attempts and discussions within the scope of collapse model interpretation independently from sev-

eral groups [23–26]. I shall only discuss the main ideas and developments based on the Collapse Model

approaches in this note.

Delicate issues related with the application of quantum theory in the cosmological framework has been

stated before [11, 12, 27]. There are several works where authors have studied the emergence of clas-

sical density perturbations [28–31] which are essentially identical or very similar to the method outlined

in Weinberg’s monograph [3], and which suffer from the problems I discussed in the preceding section.

The emergence of classicality or dynamically breaking the symmetry of an initial quantum state without

measurement is something cannot be addressed within the Copenhagen interpretation where an observer

performs the act of “measurement” making the wavefunction collapse and only after this an outcome is

achieved. As Roger Penrose had pointed there are two completely distinct processes of evolution in the

Copenhagen version of quantum theory – (i) the “unitary” or U−process which is unitary and dictates the

evolution of a quantum system in isolation, and (ii) the “reduction” or the R−process dictates the reduction

of quantum superposition to a stochastically chosen outcome, following the Born probability rule, once the

system is measured. These two dynamical processes (i.e., unitary vs stochastic) are separated by this vague

act of measurement where neither the apparatus, nor the observer or the details of measurement process

are included in the theory. Although one may get around these complications in the laboratory by subject-

ing quantum theory as a prescription to compare the outcome of measurements, a logical extension of this

outside laboratory setting is challenging. The absence of any “observer” or “apparatus” in the cosmologi-

cal framework makes the quantum mechanical “Measurement Problem” [32–34] more explicit than in the

laboratory situations [11, 12, 27].

Collapse Models [18–20] provide a mathematically rigorous treatment to unify the U−process and R in

a single evolution equation and include the effect of apparatus in the mathematical formulation of the quan-

tum theory. The most evolved version of Collapse Models is called Continuous-Spontaneous-Localization

(CSL) theory [35], 1. To understand the CSL theory we need to know following two main equations [35]:

first, (i) a modified quantum dynamical evolution, accompanied by the choice of a certain observable Â,

1 Note that this is an evolved form of the previous discrete versions [36, 37].
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which is a (stochastically) modified Schrödinger equation, and whose solution is given by

|ψ, t〉w = T̂ e−
∫ t
0 dt
′
[
iĤ+ 1

4λ
[w(t′)−2λÂ]2

]
|ψ, 0〉, (29)

where T̂ is a time-ordering operator and w(t) is a random, white noise type classical function of time. The

second equation provides the probability of w(t) via (ii) the Probability Distribution Density [P (Dw(t))]

function:

P (Dw(t)) ≡ w〈ψ, t|ψ, t〉w
t∏

ti=0

dw(ti)√
2πλ/dt

. (30)

In this way the standard Schrödinger evolution and the changes in the state corresponding to a “mea-

surement" of the observable Â are unified. For non-relativistic quantum mechanics of a single particle, in

all situations (without invoking any measurement device or observer), this theory assumes a spontaneous

and continuous reduction characterized by Â = ~̂Xδ, where ~̂Xδ is a suitably smeared position operator. This

can be generalized to multi-particle systems and thereby everything, including, the apparatuses can treated

quantum mechanically. The theory seems to successfully address the “measurement problem”. In order

to match observational evidences at the quantitative level, the collapse parameter λ must be small enough

not to be in conflict with known tests of QM in subatomic physics range. However, it also ensures rapid

localization of the “macroscopic objects" and ensuring no superpositions in them. Recently we made a bold

claim that Collapse Models can precisely identify the classical-quantum boundary [38]. The originally sug-

gested value for the collapse parameter was λ ∼ 10−16sec−1 but over the decades the CSL parameter space

has being tested by several experiments and for the current status of the theory, and its empirical constraints,

we refer the reader to consult some review articles [18–20].

In order to address the problems associated in standard description of the quantum generation of classical

density perturbations, [23] Cañate, Pearle and Sudarsky (CPS) used the semiclassical gravity approach,

together with collapse of the state vector according to the CSL dynamics, where the semiclassical Einstein

equation is given by

Gµν = 8π〈Ψ|Tµν |Ψ〉. (31)

In this approach, the spacetime is treated classically but all matter fields get full quantum treatment. This

equation when supplemented by the necessary collapse of the state vector [23] which makes the semiclassi-

cal treatment well-defined 2. It is in fact very appealing that Collapse Models not only useful to address the

problem at hand but also cure a fundamental inconsistency in semiclassical gravity at the same time. One

2 Collapse mechanism is one of the few ways to bypass the criticism on semi-classical gravity by Page and Geiker [39].
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major difference of this approach with the standard one described in section is that here the perturbation of

the background metric does not get a quantum treatment, just the perturbation of the matter field is quan-

tized. In their calculations CPS chose both the field modes δ̂φk and corresponding momentum conjugate

π̂k as collapse generating operators with a choice of collapse parameter not just a constant but a function

depending on the momentum of the field modes, chosen to be λ̃ = λ/k and λ̃ = λk, respectively. With

these choices CPS made a detailed calculation, based on a CSL evolution of the state vector, in which the

initial state is the Bunch-Davies vacuum defined in the beginning of inflation, to a stochastically chosen

particle excited state with some momentum k, as a final state after inflation, and reproduced the necessary

form of the Harrison-Zel’dovich spectrum [Eq. (7)].

In [24] Martin, Vennin and Peter (MVP) made another detailed study of generation of primordial pertur-

bations using Collapse Models. They also used the CSL theory, however, chose the collapse to take place

on the eigenstate of the Mukhanov-Sasaki operator R̂k rather than the field operator or the field momentum

operator. Note that Mukhanov-Sasaki operator is a combination of both the perturbation of the inflaton and

perturbation of the background metric. Therefore, strictly speaking MVP approach is not strictly semiclas-

sical where background metric is never quantized, and in this sense this method is different than the method

used by CPS in [23]. In their study MVP found two branches of solutions in their analysis, one which re-

produces the scale invariant Harrison-Zel’dovich power spectrum given in Eq. (7) and the other which does

not. The requirement that the non-scale-invariant part is outside the horizon puts some bounds on the CSL

parameters which control the deviation from standard quantum prediction and MVP concluded that in the

absence of any amplification mechanism the standard CSL mechanism is not strong enough to reproduce

the known power spectrum in expected time frame.

Soon after the above work by MVP, Das et. al. revisited the above study [25] and concluded that

it is in fact possible to reproduce (a) the observable power spectrum of the superhorizon modes from the

appropriate branch, while (b) keeping the non scale invariant branch outside of the horizon, and (c) achieving

the above two within the number of e-folds allowed by inflation (unlike MVP in [24]). These are possible by

modifying/amplifying the effect of collapse by setting the CSL parameter depending on the field momentum

of the Mukhanov-Sasaki operator. This way of amplification of collapse mechanism is in line with what

CPS used in their work [23], as well as we used for addressing the information loss during black hole

evaporation process [40–44] which is another scenario where Collapse Models are very useful.

While in the above works authors always considered the Bunch-Davies vacuum state as the initial state

Bengochea and León performed an interesting study [26] where they considered a more general type of

state, known as the Hadamard state which in the semiclassical gravity theories provide finite values for

the renormalized energy momentum tensors free from pathological behaviours such as infinite divergences.
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They could reproduce the observer angular power spectrum with this new choice of quantum state which

puts the overall idea of using the Collapse Models on a firm ground.

More recently Martin and Vennin [45] reported that the CMB constraints on the CSL parameter space,

within their model, may invalidate the CSL theory altogether. The conclusions of their study were chal-

lenged in [46, 47] with a further reply from the authors [48]. In addition, there are more criticisms on this

approach of using collapse models in the context of generation of CMB anisotropies by Kiefer and Var-

danyan [49] and by Ashtekar, Corichi, and Kesavan [50] which, in turn, were also got refuted by Berjon,

Okon and Sudarsky [51].

Recently, Lechuga and Sudarsky [52] made an exciting proposal resolving the eternal inflation problem

which is basically a situation where the inflationary expansion of the early universe cannot be terminated just

by assuming the slow-roll condition [53]. The authors show in their work that there exist a valid parameter

space in the CSL based proposals which can accommodate (a) the observed anisotropies in the CMB, and

(b) avoiding the necessity of eternal inflation.

It is worth mentioning that in the standard accounts of inflation, one obtains predictions for the spectrum

of primordial gravity waves (i.e. tensor modes) that are very similar to those for the density perturbations,

however the former have yet to be observed. In contrast, the approach described here, predicts primordial

gravity waves at a substantially suppressed amplitude [54].

All of the above works, debates, criticisms and counter criticisms make the utilization of the Collapse

Models in the cosmological framework a fascinating field of study with a potential of contributing not only

to cosmology but also to the foundations of the quantum theory.

VI. BUILDING AN ANISOTROPIC QUANTUM STATE FOR THE EARLY UNIVERSE

One novel feature of quantum field theory (QFT) in a curved background is the possible existence of

multiple non-unitarily related quantum vacuum states that are natural state of sets of observers who are

non-inertially connected to each other. Even in the Minkowski spacetime if one is to construct a QFT in

a non-inertial frame, such as for an observer with constant four momentum, we find ourselves in a similar

situation where the standard vacuum in Minkowski (inertial frame) is envisioned as a particle excited state

producing particles with blackbody spectrum, which is detected in the accelerating frame. This phenomena

is known as Unruh effect [55] and it serves as a cornerstone to understand QFT in a curved space where the

background spacetime is other than Minkowski. Other famous examples of particle creation, especially in

curved background, are given by the Hawking effect [56, 57] where particles are produced and black holes

evaporate itself and in the cosmological models [58–60].
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In this section I will give a brief account of my recent works [61–65] which is a complementary line of

thought to understand the early universe from a quantum perspective. We believe these studies, in future,

will be able to integrate with the efforts mentioned in the last section and may provide a wholesome picture

of the generation of classical density perturbations that we observe in the CMB.

The main idea is the following: if one takes semiclassical picture to generate inhomogeneity and

anisotropies in the spacetime metric appearing on the left hand side of the semiclassical Einstein equation

given in Eq. (31), on the right hand side one must have a quantum state |Ψ〉 which manifestly breaks the

homogeneity and isotropy symmetries. The usual Bunch-Davies vacuum state being invariant under the de

Sitter symmetry group it cannot, by simple argument of isometry, be the state |Ψ〉 at the time of generation

of these tiny deviations. One must find another state which is manifestly in-homogeneous (in-H) and an-

isotropic (an-I). Of course, there will be numerous conditions applicable for such a state to be well defined.

Foremost, it must be a Hadamard state so that the right hand side of Eq. (31) is free of divergences after

one renormalize the stress energy tensor. Further, the resultant renormalized value of the stress tensor must

satisfy the Wald axioms [66]. One may come up with several examples of such a quantum state and we can

only hope that ideally one or at most a class of them could provide correct renormalized values which, via

back-reaction on the metric, will generate observed CMB inhomogeneities anisotropies. The main problem,

as it stands today, is the fact that there is no such in-H and an-I state was ever built in quantum cosmology

which satisfies all of the restrictions required for the well-definedness of semiclassical gravity. We find this

to be a glaring omission and have made considerable progress in building one such quantum state [61, 63]

and discussed various new results in this respect. Below we provide a quick review on the prescription of

building the T−vacuum state, as termed in [63], which is an in-H and an-I quantum state and lives in the

radiation dominated era of the early universe and therefore it is free from inflationary effect which tends to

erase any primordial inhomogeneity and anisotropy.

We shall divide our findings in two separate branches – first (i) the geometric part, where we express

the H & I form of the radiation dominated metric into a spherically symmetric, in-H & an-I form, and

related geometric results, and second (ii) the field theoretic part, where we discuss the formulation of the

T−vacuum and related field theoretic results.

A. Novel geometric features of radiation dominated Epoch

Consider the spatially flat FRW metric in comoving coordinates,

ds2 = dt2 − a2(t)[dr2 + r2(dθ2 + sin2 θdφ2)], (32)
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which in cosmological time frame is

ds2 = a2(η)[dη2 − dr2 + r2(dθ2 + sin2 θdφ2)]. (33)

where the “cosmological time” η =
∫

dt
a(t) . Here the scale factor a(t) has a dimension of length and η is

dimensionless, while t has dimension of time. The only thing carry dimension [Eq. (33)] is the conformal

factor.

Using the lightcone coordinates u = η − r and v = η + r, Eq. (33) becomes

ds2 = a2(u, v)
[
dudv − (v − u)2

4
(dθ2 + sin2 θdφ2)

]
. (34)

At this point make the following conformal transformation for a(t) ∝ t1/2, given by [61]

U ≡ T −R = ±He
2
u2, V ≡ T +R =

He
2
v2, (35)

where + and − mean u ≥ 0 and u ≤ 0, respectively. It is straightforward to show that the above transfor-

mation implies that the radiation dominated epoch is given by

ds2 = FI(T,R)(dT 2 − dR2)−R2dΩ2 (36)

for U ≥ 0 (T ≥ R), and

ds2 = FII(T,R)(dT 2 − dR2)− T 2dΩ2, (37)

for U ≤ 0 (T ≤ R) and the functions FI and FII are FI(T,R) = (
√
T+R+

√
T−R)2

4
√
T 2−R2

and FII(T,R) =

(
√
R+T−

√
R−T )2

4
√
R2−T 2

. These new coordinates in (T,R) and (η, r) frames are related by T = V+U
2 = He

2 (η2 +

r2) ; R = V−U
2 = Heηr for region I , and T = V+U

2 = Heηr ; R = V−U
2 = He

2 (η2 + r2) for region

II . The conformal factors FI(T,R) and FII(T,R) as functions of the Hubble parameter for radiation stage

H = ( ȧa)RD in the following form [61] FI(H,R) = 1
1−H2R2 and FII(H,T ) = 1

H2T 2−1
. The line T = R

for these observers is the comoving Hubble radius at R = 1/H . These metrics in Eq. (36) and Eq. (37) are

static up to a dynamical conformal factor and they exhibit a spherical symmetry. It was named as the (T,R)

frame [63].

There are few important results derived in the earlier works. For example, the (T,R) frame was back-

tracked in the inflationary de Sitter epoch and was identified with the de Sitter static patch with a time

redefinition [64]. A complete spacetime foliation with Cauchy slices was performed ensuring the well

defined initial value problem [63] etc.

31 © 2024  Dept. of Physics, NBUJ. Phys. Res. Edu.



B. Novel field theoretic features of radiation dominated epoch

The motivation of constructing a field theory in the (T,R) frame is the following: first we notice that

the metrics in the (T,R) frame as appear in Eq. (36) and Eq. (37) are inhomogeneous and anisotropic.

The spherically symmetry ensures that we should be able to separate the field equation (such as the KG

equation) into the radial and angular parts. The radial part although will be dependent on coordinates

T,R, the angular part will provide us some known solution. Given that we are able to decompose the field

operator in the positive and negative frequency parts we will be able to define a new vacuum state which will

be annihilated by the new annihilation operator multiplying the field modes. This new vacuum state will

then also be inhomogeneous and anisotropic and if we can prove the well-definedness of this state we shall

have one physically motivated, rigorously constructed anisotropic quantum state in the radiation dominated

universe.

In our recent works [63, 65] we showed that it is possible to quantize a free massless scalar field which

can be related with the fluctuation of the inflaton field and with no quantization of the background metric

fluctuations as necessary in a semiclassical set up. In this process we defined a manifestly in-H and an-I

quantum vacuum which we called as the T−vacuum [63]. It was shown that the T−vacuum creates particles

in the frame of cosmological and comoving observers and the distribution of particles is anisotropic in 3+1

dimensions [65]. This is an exciting result since we could see the usefulness of engineering a quantum state

that breaks the H & I symmetries. Further, we showed the Hadamard behavior in (1+1) dimensions and a

point by point comparison with the Unruh effect [63]. These are definitely encouraging but there remain

many more unanswered questions which we want to study in future.

We are now in a position to ask the following questions, (a) could the T−vacuum be the yet unknown in-

H and an-I state that the universe finds itself after the inflation?, (b) could we reproduce the scale invariant

Harrison-Zel’dovich spectrum (7) by using this state?, (c) could we connect it to the studies using Collapse

Models as the final state after collapse?, and finally (d) even if these ambitions are refuted could we adjust

and build new states in order to match the observation in CMB? To summarize, what we are essentially

asking through all these questions is: what is the precise quantum state of the early universe at the time of

the production of density perturbations at the LSS?

VII. SUMMARY AND CONCLUSION

To summarize, this article provides an up to date information about some efforts related with betting

understanding the quantum description of the classical density perturbations from inflationary cosmology
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which are famously called the “seeds of cosmic structures” that exist today. We provided some introductory

information on the detection of anisotropies in the CMB in the introduction and then discuss the obser-

vational quantity given by the Harrison-Zel’dovich power spectrum that is one of the results needs to be

reproduced by any valid theory describing the problem at the hand. In this respect, we provide a brief but

self contained explanation of the standard inflationary approach of using cosmological perturbations. We

critically reviewed various assumption behind the calculations and discuss some of the flaws in details.

Then we reviewed strong arguments present in the literature to connect the problem of quantum genera-

tion of classical density fluctuations with the foundational problems in quantum theory which cannot be

bypassed in the cosmological setting. To this aspect, we reviewed recent works within the Collapse Model

interpretations of quantum theory which is one of the most promising paths to overcome various flaws with

the standard picture. Finally, we provided brief account of our work on building an anisotropic and physical

quantum state in the post-inflationary universe, especially in the radiation dominated era, in order to look for

the precise quantum state (if any) of the early universe at the time of the production of density perturbations

at the LSS.
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We review various topological properties of a dimer Su-Schrieffer-Heeger tight-binding model.

Exact analytical expressions of the energy spectrum and corresponding eigenstates for any choice

of system parameters are provided. We discuss the system’s parity, time-reversal, and chiral sym-

metries. The system undergoes a topological phase transition while tuning the hopping parameters.

The topological phase is associated with the presence of the boundary modes and establishes the

bulk-boundary correspondence.

I. INTRODUCTION

One of the successful applications of early quantum mechanics is the band theory of crystallne materials

[1]. The superposition of the Bloch states leads to the formation of well separated energy bands. The

crystalline materials can be classified into two categories, namely the insulator and the metal, depending

on whether the bands are completely or partially filled. Completely filled bands are well separated from

the completely empty bands in a band insulator. The energy gap prohibits the flow of the charge carriers in

the band insulator. On the other hand, materials having partially filled bands are conductors, where charge

carriers can easily flow at the cost of very low energy.

After the phenomenal discovery of the integer quantum Hall effect [2] in early 1980s, the simple concept

of the band insulator has changed. In the integer quantum Hall effect, a strong perpendicular magnetic field

freezes the electron’s motion in the bulk of a two-dimensional (2D) semiconductor but the edge states at the

boundary conducts current. Thus, a 2D system subjected to a strong magnetic field behaves like an insulator

in the bulk and metallic at the boundaries, by forming a discrete number of edge states. The number of edge

states is directly related to the topological invariant of the bulk bands, namely the Chern number.

Over the last few decades, it has been established that the nontrivial topology of the bulk bands gives rise

to the conducting edge states in the insulating materials. Such systems are usually called as the topological

material/insulator [3–6]. Generally a topological phase transition may take place if a band gap closes and

then reappears again as we change the parameter(s) of the system continuously while preserving the internal

symmetry. The simplest topological system is an one-dimensional (1D) tight-binding dimer chain with

alternating hopping parameters known as the Su-Schrieffer-Heeger (SSH) model [7]. Polyacetylene, a 1D
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long polymer having large number of -CH- monomers, can be modeled by the tight-binding Hamiltonian

of the SSH model. The SSH model is the simplest model to understand band topology, edge states, and

bulk-boundary correspondence in 1D lattice systems. This would help us to understand more topological

phenomena in higher dimensions. For example, the zero-energy edge states of the SSH model generalizes

into 1D edge states of 2D topological insulators, and surface states of three-dimensional (3D) topological

insulators, although the bulk-edge correspondence properties may differ. The topological phase of a finite

system is manifested by the presence of exponentially localized zero-energy edge states.

The Zak phase [8] similar to the Berry phase [9] and the winding number have been used as a topolog-

ical invariant quantity to classify various inversion-symmetric 1D topological systems. The Zak phase is

quantized to π or 0 (mod 2π), whereas the winding number is either 1 or 0 [10]. The existence of the edge

states and the Zak phase are confirmed in various artificial 1D systems such as cold atomic gases in optical

lattices [11], photonic crystals [12, 13] and acoustic crystals [14].

This article is organized as follows. In Sec. II, we discuss some basic symmetry properties and bulk

band structure of the SSH model Hamiltonian. The topological phase transition and bulk-boundary cor-

respondence are discussed in Sec. III. In Sec. IV, we summarize the results. In Appendix A, we present

alternative Bloch Hamiltonian for the SSH model.

II. SSH MODEL

The SSH model is described by the following nearest-neighbour (NN) tight-binding Hamiltonian

H = v
N∑
j=1

(a†jbj + b†jaj) + w
N−1∑
j=1

(a†j+1bj + b†jaj+1), (1)

where a†j(aj) and b†j(bj) are the creation (annihilation) operator defined at the sub-lattice sites A and B,

respectively in the j-th unit cell (Fig. 1). In the present case the nearest-neighbour (NN) real hopping

parameters v andw may be called intra-cell and inter-cell hopping amplitudes, respectively. We will discuss

FIG. 1: Schematic diagram of the dimer SSH model. The unit cell of length a is depicted by the dotted rectangle

contains two sub-lattices A and B.
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some basic properties of the Bloch Hamiltonian of the SSH model. There are mainly two representations

of the Bloch Hamiltonian depending on the two distinct choices of the basis states: the periodic Bloch

Hamiltonian and the canonical Bloch Hamiltonian. Both the representations are useful and convenient to

study certain topological aspects of the systems. We proceed with the periodic Bloch Hamiltonian. The

derivation of the canonical Bloch Hamiltonian is provided in Appendix A.

A. Periodic Bloch Hamiltonian

As the system is translationally invariant, we can diagonalize the Hamiltonian using the cell index j. We

expand the real space field operators defined at the sites A and B in the j-th cell

aj =
1√
N

∑
k∈BZ

eikajak, bj =
1√
N

∑
k∈BZ

eikajbk, (2)

where k is the crystal wave vector lying within the first Brillouin zone (BZ) (−π to π), N is the number of

unit cells, a is the length of the unit cell and a/2 is the spacing between two successive sites. Using

N∑
j=1

ei(k−k
′)ja = Nδk,k′ , (3)

the Hamiltonian in Eq. (1) reduces to the following form

H = v
∑
k

(a†kbk + b†kak) + w
∑
k

(eikaa†kbk + e−ikab†kak) =
∑
k

ψ†kH(k)ψk, (4)

where the spinor ψ†k = (a†k, b
†
k). Here,H(k) is given by

H(k) =

 0 v + we−ika

v + weika 0

 =

 0 hx(k)− ihy(k)

hx(k) + ihy(k) 0

 (5)

with hx(k) = v+w cos(ka) and hy(k) = w sin(ka). Note thatH(k) can be expressed in terms of the Pauli

matrices (σx, σy) as

H(k) = σ · h(k), (6)

where h(k) is h(k) = hx(k)̂i+hy(k)ĵ. The Pauli matrices σ do not represent the real spin of the fermions,

they act on the sublattice sites (A, B). In real space, the SSH Hamiltonian is a 2N × 2N matrix, whereas it

becomes a 2× 2 matrix H(k) for each value of k. This Hamiltonian H(k) is periodic in k with periodicity

2π/a: H(k + 2π/a) = H(k) due to the fact that only the cell index j is used to perform the Fourier

transformation of the real space Hamiltonian.
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Interestingly, the periodic Hamiltonian H(k) has the same structure as that of a spin-1/2 particle in an

in-plane rotating magnetic field. Here, h(k) plays the role of the in-plane rotating magnetic field and the

two sublattices A and B play the roles of spin-up and spin-down components. Therefore, the Zak phase due

to variation of the parameter k equals half of the solid angle extended by a closed path in the h-space.

B. Symmetry properties of the SSH model Hamiltonian

In this sub-section, we shall discuss some of basic symmetries of the Bloch Hamiltonian.

Space-inversion symmetry: The space-inversion symmetry is equivalent to the reflection symmetry.

Considering the mid-point between the two sublattices A and B as the center of space-inversion and its

operation simply exchanges the two sublattices. Then the space inversion operator in the pseudospin space

can be simply written as σx. Under the space-inversion operation, the coordinates in phase space transform

as x → −x and k → −k. Further, hx(−k) = hx(k) and hy(−k) = −hy(k). Therefore, under the space

inversion operation

PH(k)P = σxH(−k)σx = H(k). (7)

Here we have used σxσy = −σyσx. Thus, the Hamiltonian H(k) is invariant under the space-inversion

with respect to the mid-point of the two sublattices.

Time-reversal symmetry: As the Pauli matrices do not represent the real spin of the charge carrier, the

time-reversal operator T for a spinless fermion is simply T = C, with C being the complex conjugation

operator, along with k → −k. Note that CσyC = −σy and the remaining Pauli matrices are even under

time-reversal operation. Under the time-reversal operation,

T H(k)T = CH(−k)C = H(k). (8)

Therefore, the SSH Hamiltonian is invariant under time-reversal operation.

Chiral symmetry: The chiral symmetry, also known as sublattice symmetry, states that if there is a state

uk with energy E(k) for a given Hamiltonian H(k), there must be a state Suk with energy −E(k), with S

being the chiral operator. Mathematically, it can be written as SH(k)S = −H(k), or H(k)S = −SH(k).

The spectrum is symmetric around zero energy of a chiral symmetric Hamiltonian which explains the

particle-hole symmetry. In the present case, it can be easily checked that σzH(k)σz = −H(k). There-

fore σz is identified as the chiral operator and the system has a chiral symmetry. The chiral symmetry will

be lost if σz is present in the HamiltonianH(k). The absence of σz arises due to hz(k) = 0. Therefore, the

chiral symmetry enforces the vector h(k) to lie on the equator plane of the Bloch sphere.
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The periodic Bloch Hamiltonian H(k) and its eigenstates (discussed below) for each k are expressed

in terms of the unit vector ĥ(k) = h(k)/|h(k)| on the equator of the Bloch sphere. The BZ of 1D lattice

structure has the shape of a circle since the eigenstates at the two end-points (k = ±π) of the BZ are

equivalent. At the same time, the tip of the unit vector ĥ(k) traces a circle on the equator of the Bloch

sphere while k runs across the BZ. The mapping of the circular BZ to the circle on the equator traced by

ĥ(k) allows us to define a winding number ν of h(k) around the origin. Thus, the winding number ν is

protected by the chiral symmetry.

There is an ambiguity of labelling ν = 0 or ν = 1 to trivial phase or non-trivial phase. For an infinite

system, we can not determine whether the system is in trivial phase or non-trivial phase based on integer

values of ν since the unit cell can be chosen in two different ways. There is no ambiguity if the changes in

the winding number is ∆ν = ±1 while going from one phase to another phase. There is no ambiguity for

finite chain since the unit cell can be chosen uniquely.

The sublattice symmetry operator can be written in terms of the sub-lattice projection operators Pα of

each sub-lattice α = A,B as S = PA − PB , where the projection operators are

PA = |A〉〈A| =

 0 1

0 0

 and PB = |B〉〈B| =

 0 0

1 0

 . (9)

C. Energy bands, eigenstates and their properties

We obtain the energy band structure of the SSH model, by diagonalizing the HamiltonianH(k), as

E±(k) = ±|h(k)| = ±
√
v2 + w2 + 2vw cos(ka). (10)

The energy bands are symmetric around zero energy axis since the chiral symmetry is preserved. Further, the

energy bands are symmetric in k, E±(−k) = E±(k), due to the space inversion symmetry. The maximum

bandwidth at the Γ-point (k = 0) is 2(v + w). The two energy bands satisfy following relations: (i)

E+(k) + E−(k) = 0 as expected since trace of the Hamiltonian H(k) is zero and (ii) E2
+(k) + E2

−(k) =

2|h(k)|2, describing a circle of radius
√

2|h(k)| centered at origin.

Figure 2 displays the band dispersion for various parameters. For staggered hopping parameters, v 6= w

(see left and right panels of Fig. 2), there is a minimum energy gap Eg = E+(k) − E−(k) = 2|w − v|

at k = ±π/a. On the other hand, the gap Eg closes at k = ±π/a when v = w, which is equivalent to

a monatomic chain of lattice constant a/2 with the metallic dispersion E(k) = 2t cos(ka/2). Therefore,

staggered hopping parameters are required in order to open a gap in the dispersion. Moreover, the gap

closing at v = w indicates a topological phase transition.
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FIG. 2: Energy band dispersion: Left panel: v = 0.7, w = 1, Middle panel: v = w = 1, Right panel: v = 1.3, w = 1.

The eigenspinors ofH(k) located on the equator of the Bloch sphere are given by

u+(k) =
1√
2

 1

eiγk

 and u−(k) =
1√
2

 1

−eiγk

 (11)

with the phase angle γk = arctan(hy/hx) in the hx-hy plane on the equator of the Bloch sphere. Both the

eigenspinors are well-defined for all values of k with v 6= w. Note that u−(k) = σzu+(k) as expected from

the chiral symmetry.

Let us first rewrite the band dispersion E±(k) in terms of z = δ/(2t) with t = (v+w)/2 and δ = w−v

as

E±(k) = ±2t

√
1− (1− z2) sin2(ka/2). (12)

This form of E±(k) will be convenient to study the group velocity, density of states and effective mass.

The group velocity can be obtained as

vg =
1

~
dE

dk
=

at

~
(z2 − 1) sin(ka)√

1− (1− z2) sin2(ka/2)
. (13)

Total number of states per unit length in one-dimension is N(k) = k/π. The density of states is then

given by

dN(k)

dE
=

1

π

dk

dE
.

The density of states of either bands for the spinless fermions can be obtained as

D(E) =
1

π

dk

dE
=

1

πa

|E|√
(4t2 − E2)(E2 − δ2)

. (14)

The density of states has Van Hove singularity at E = δ and at E = 2t. There is no available density of

states in the gap region −δ < E < δ.
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Limiting case: Note that when δ = 0, the lattice is equivalent to a monatomic chain of lattice constant

a/2 with the dispersion E = 2t cos(ka/2). The BZ is now −2π/a ≤ k ≤ 2π/a. The band minimum

(Emin = −2t) occurs at k = ±2π/a and maximum Emax = 2t at k = 0.

In this case (z = 0), the group velocity becomes vg = −(at/~) sin(ka/2). The density of states

correctly reproduces to

D(E) =
1

πa

1√
(4t2 − E2)

. (15)

III. BULK AND EDGE STATES OF A FINITE SSH MODEL

The SSH model supports the bulk as well as the edge states. In the previous Section, we have discussed

properties of the bulk bands for an infinite SSH chain. The difference between the bulk and the edge states

is characterized by the spreading of energy eigenstates in the real space. Now we shall consider a finite

chain and study both the bulk and the edge states by diagonalizing the Hamiltonian in Eq. 1 in real space.

As an example, here we provide the matrix eigenvalue equation, HΨ = EΨ, for 4 unit cells as given by

HΨ =



0 v 0 0 0 0 0 0

v 0 w 0 0 0 0 0

0 w 0 v 0 0 0 0

0 0 v 0 w 0 0 0

0 0 0 w 0 v 0 0

0 0 0 0 v 0 w 0

0 0 0 0 0 w 0 v

0 0 0 0 0 0 v 0





a1

b1

a2

b2

a3

b3

a4

b4



= E



a1

b1

a2

b2

a3

b3

a4

b4



. (16)

Here, the eigenvector for four unit cells is Ψ = (a1, b1, a2, b2, a3, b3, a4, b4)
T with the subscript in (aj , bj)

denotes the cell index and T denotes the transpose. One can easily extend the matrix eigenvalue equations

for an arbitrary N cells and solve the eigenvalue problem for all 2N discrete eigenvalues E as well as the

corresponding real space eigenvectors.

Figures 3(a) and 3(b) display the spectrum of a finite SSH model of N = 12 and N = 25 unit cells

considering the open boundary condition, while varying v for fixed w = 1. A careful analysis of the

dispersion reveals that there are two nearly zero-energy states within the bulk band gap when v < w. The

eigenvectors of the zero-energy edge states for v = 0.2 in the form of symmetric and anti-symmetric pairs

(blue dot for N = 12) are shown in Figs. 3(c) and 3(d). Only the sub-lattice A at the left edge and the
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sub-lattice B at the right edge are occupied. The amplitude of the eigenvectors inside the lattice is simply

zero, thus the eigenvectors are exponentially localized.

The amplitude of the eigenvectors begins to spread inside the lattice and the bulk band gap shrinks to

zero as v approaches to w. Similar to the previous case, two eigenvectors of the nearly-zero-energy edge

states at v = 0.7 (maroon dot for N = 12) are shown in Figs. 3(e) and 3(f). It shows that amplitude of

the eigenvectors become finite inside the lattice, giving rise to splitting in the energy levels. The edge state

energies for N = 12 case start splitting earlier than that of the N = 25 case, due to the finite size effects.

There is no edge states within the bulk gap when v > w. The eigenvectors for v = 2.5 (red dots for

N = 12) are shown in Figs. 3(e) and 3(f). The eigenvector profile of the bulk modes looks like a standing

wave on the chain.

For v < w, only A sub-lattices are occupied at left half of the lattice, whereas B sub-lattices are occupied

at right-half of the lattice. On the other hand, both the sub-lattices are occupied across the lattice for v > w

case. These zero-energy states localized at the edges are responsible for the topological phase for v < w

case. This phase can be characterized by the topological invariants, namely, the Zak phase and the winding

number.

N=25

(a)

(b)

vw

E (c)

(d)

(e)

(f)

(g)

(h)

N=12

 
 Ψ

 Ψ

v=0.2

v=0.2

v=0.7 v=2.5

v=2.5v=0.7

Lattice sites Lattice sites Lattice sites

FIG. 3: Bulk bands and edge states of the finite SSH model in the open boundary condition, as a function v for fixed

w = 1. Second, third and fourth panels show the eigenvectors of the hybridized states for various values of v.
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A. Space inversion symmetry and sub-lattice symmetry operator for finite SSH Hamiltonian

Like the space inversion symmetry operator for bulk Hamiltonian, one can also construct the same for

the finite SSH Hamiltonian. It is given by I = off-diag(1, 1,......)2N , satisfying the relation IHI = H .

The sub-lattice operator for the finite SSH Hamiltonian can be written as Σ = PA −PB , where the sub-

lattice projection operators for the finite system are PA =
∑N

j=1 |j, A〉〈j, A| and PB =
∑N

j=1 |j, B〉〈j, B|.

For N = 2, the sub-lattice symmetry operator can be expressed in matrix form as

Σ =


1 0 0 0

0 −1 0 0

0 0 1 0

0 0 0 −1

 . (17)

It can be easily checked that ΣHΣ = −H.

B. Approximate expression of the zero-energy eigenstates

The SSH Hamiltonian is

H = [v + w cos(ka)]σx + w sin(ka)σy. (18)

Expanding cos(ka) and sin(ka) around the gap closing points ka = ±π as ka = ±π + qa, and keeping

upto linear in qa, we get the low-energy Hamiltonian around the gap closing point as

H ' (v − w)σx − wqaσy. (19)

Setting q → −i∂x, the Hamiltonian in real space reads as

H = (v − w)σx + iwaσy∂x. (20)

Let us see if there is any zero-energy edge state under certain conditions or not. The zero-energy eigen-

value equation can be written as

[(v − w)σx + iwaσy∂x]ψ(x) = 0, (21)

where ψ(x) is the zero-energy eigenstate. Multiplying σy, we get

σ0∂xψ(x) =
(v − w)

wa
σzψ(x), (22)

where σ0 is the 2× 2 identity matrix.
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Consider a finite SSH chain of length L = Na with N number of unit cells and the left end is at x = 0.

Now, we substitute the following ansatz in the above equation, which will satisfy the boundary condition at

x = L

ψr(x) =

 0

1

φr(x).

The first-order differential equation for φr(x) has the solution

φr(x) = e
(v−w)
wa

(L−x). (23)

It clearly shows that the condition, w > v, must be satisfied in order to get a normalizable solution. Thus

the zero-energy (unnormalized) eigenstate at the right edge is

φr(x < L) = e−
(w−v)
wa

(L−x), (24)

with w > v. Similarly, the zero-energy (unnormalized) eigenstate at the left edge can be obtained as

ψl(x > 0) =

 1

0

 e−
(w−v)
wa

x, (25)

with v < w.

Both the eigenstates ψl(x) and ψr(x) are exponentially decaying functions with the decay length ξc =

wa/(w−v). The decay length decreases with the increase of (w−v). Further, the spinor parts of ψl(x) and

ψr(x) show that sublattice A at the left edge and the sublattice B at the right edge support a zero-energy

state.

IV. BAND GEOMETRIC QUANTITIES AND BULK TOPOLOGICAL INVARIANT

The Berry connection for E−(k) band is

A−(k) = i〈u−(k)|∂ku−(k)〉 =
1

2

dγk
dk

. (26)

The Zak phase acquired which is while traveling along a closed path in BZ is given by

Z− =

∫
BZ

A−(k)dk =
1

2

∮
BZ

dγk. (27)

A care must be taken while calculating the above integral of the phase angle γk in h(k)-space for two

different cases: v < w and v > w. Note that hx(k) = v + w cos(ka) and hy(k) = w sin(ka) parameterize

a circle. When we vary k across the first BZ, the tip of h(k) sketches a circle of radius w whose center is
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at v in the hx-hy plane as shown in Fig. 4. The gap closing points ka = ±π for v = w correspond to the

origin of the hx-hy plane. When w > v, the trajectory of h encloses the origin when k varies across the

first BZ. Therefore,
∮
BZ dγk = 2π and so the Zak phase is π. When w < v, the trajectory of the vector h

excludes the origin, which leads to
∮
BZ dγk = 0 and so the Zak phase for this path is simply zero. The Zak

phase for different cases can be written as

Z− =


π v < w (topological insulator)

0 v > w (band insulator)
(28)

The topology of this kind of closed loop can also be characterized by an integer, the bulk winding number

ν. This counts the number of times the loop winds around the origin of the hx-hy plane. We have ν = 0

when w < v, ν = 1 when w > v and ν is undefined when w = v since the loop passes through the origin.

FIG. 4: Sketch of the trajectory of the tip of the h(k) vector while k varies in the first BZ for different choices of the

hopping energies v and w.

Electric polarization: The electric polarization is created due to spatially separated charges. The elec-

tric polarization at k of a given band can be defined as

Pn(k) = e〈x〉 = ie〈∂k〉. (29)

The total polarization is the sum over all the occupied states in a given band

Pn =
e

2π

∮
Pn(k)dk =

e

2π

∮
i〈∂k〉dk =

e

2π

∮
A(k)dk =

e

2π
Zn. (30)

Therefore, the electric polarization P is given by

P =
e

2π

∮
BZ

A(k)dk (31)

=


e
2 , v < w

0 v > w.

. (32)
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V. SUMMARY

In this article, we have discussed some interesting topological properties of the dimer SSH model. Vari-

ous symmetries like the parity, the time-reversal and the chiral symmetries of the bulk Hamiltonian are also

mentioned. We provide exact analytical expressions of the bulk band structures and corresponding eigen-

states. The appearance of the boundary modes is shown by studying a finite SSH chain and establishing the

bulk-boundary correspondence.

APPENDIX A: CANONICAL BLOCH HAMILTONIAN

In order to get the canonical Bloch Hamiltonian from the real space Hamiltonian given in Eq. (1), we

use the Fourier transformation

aj =
1√
N

∑
k

eikajak, bj =
1√
N

∑
k

eika(j+1/2)bk. (33)

The real space Hamiltonian H reduces to the form

H = v
∑
k

(eika/2a†kbk + e−ika/2b†kak) + w
∑
k

(e−ika/2a†kbk + eika/2b†kak) (34)

=
∑
k

ψ†kH(k)ψk, (35)

where ψ†k = (a†k, b
†
k). Here, the Hamiltonian H(k) is given by

H(k) =

 0 dx(k)− idy(k)

dx(k) + idy(k) 0

 (36)

with dx(k) = (v + w) cos(ka/2) and dy(k) = (w − v) sin(ka/2). The canonical Bloch Hamiltonian can

be further written as

H(k) = σ · d(k), (37)

where d(k) = îdx(k) + ĵdy(k).

Note that the periodicity of the Bloch Hamiltonian has increased by two times: H(k + 4π/a) = H(k)

because the separation distance between the sites in a given unit cell becomes half of the size of the unit cell.

It is noteworthy that the canonical Bloch Hamiltonian H(k) is directly obtained from the periodic Bloch

Hamiltonian H(k) via the unitary transformation: H(k) = UH(k)U †, where the unitary matrix U is given

by U = diag(1, eika).
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As expected, the energy dispersion is given by

E±(k) = ±|d(k)| = ±
√
v2 + w2 + 2vw cos(ka). (38)

The eigenspinors for the canonical Bloch Hamiltonian H(k) located on the equator of the Bloch sphere

are

u+(k) =
1√
2

 1

eiφk

 , u−(k) =
1√
2

 1

−eiφk

 , (39)

where φk = arctan[dy(k)/dx(k)]. The eigenspinors are not single-valued and ill-defined at k = ±π/a.
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We revisit a well known quantum mechanical problem, the trigonometric Pöschl-Teller potential,

which is an exactly solvable one-dimensional problem. The potential appears in many physical

systems of study and thus the technique of solution is interesting and important for students and

readers to know. We wish to elaborate on this in this article.

I. INTRODUCTION

An interesting problem in one-dimensional quantum mechanics is the trigonometric Pösch-Teller poten-

tial. This appears in several interesting scenarios in physics [1–3]. Although it is complicated to look at, it

turns out that it is exactly solvable. Here we follow Ref. [4] and elaborate the technique of solution for the

purpose of the reader. The form of the potential is given by

V (x) =
V0
2

{
χ(χ− 1)

sin2 αx
+
λ(λ− 1)

cos2 αx

}
(1)

with χ > 1 and λ > 1 and V0 = ~2α2/m. This potential is bounded on both sides by singularities at x = 0

and x = π
2α . As χ → 1, the singularity becomes less and less pronounced at x = 0, until at χ = 1, it

vanishes. In that case the potential becomes

V (x) =
V0
2

λ(λ− 1)

cos2 αx
=
V0
8

[
1

sin2(αx2 −
π
4 )

+
1

cos2(αx2 −
π
4 )

]
, (2)

which again has the same form, with singularities at αx = ±π
2 , and χ = λ. Thus in the χ = 1 case, the

two potential ‘holes’ between −π
2 and 0 and 0 and π

2 unite into one large hole. Thus the potential form

remains same with redefinitions α → α/2 and V0 → V0/4. More over, the potential is clearly periodic but

for solving the Schrodinger equation, it plays no role, since the barriers are impenetrable. Thus we pick a

single hole, say the interval 0 ≤ x ≤ π
2α and solve the Schrodinger equation

− ~2

2m

d2ψ(x)

dx2
+ V (x)ψ(x) = Eψ(x). (3)

ψ(x) is obviously a bound state since we have infinite barriers at 0 and π
2α . Eq. (4) can be rewritten as

d2ψ(x)

dx2
− 2m

~2
V (x)ψ(x) +

2m

~2
Eψ(x) = 0. (4)
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II. SOLUTION BY HYPERGEOMETRIC SERIES

Making the following change of variables : y = sin2 αx, Eq. (4) becomes

y(1− y)
d2ψ̃(y)

dy2
+

(
1

2
− y
)
dψ̃(y)

dy
+

1

4

(
κ2

α2
− χ(χ− 1)

y
− λ(λ− 1)

y

)
ψ̃(y) = 0, (5)

where κ2 = 2mE
~2 . Here, we denote ψ(x) as ψ̃(y). This differential equation has three regular singular

points at y = 0, 1,∞ and is very close to the hyper-geometric differential equation

z(1− z)f ′′(z) + [c− (a+ b+ 1)z]f ′(z)− abf(z) = 0. (6)

To we recast them in the above form, assume a series solution about y = 0, ψ̃(y) =
∑∞

n=0 any
µ+n.

Equating the lowest power of y i.e. yµ−1 we get the indicial equation

µ(µ− 1) +
1

2
µ− 1

4
χ(χ− 1) = 0. (7)

Since a0 6= 0, we get the two roots of the indicial equation : µ = χ
2 ,

1−χ
2 . Since χ > 1 the second indicial

root leads to a solution of the form

lim
y→0

y
1−χ
2

∞∑
n=0

any
n →∞. (8)

Thus, we choose the first indicial root. We can do the same about the point y = 1. Assuming a series

solution about y = 1, ψ̃(y) =
∑∞

n=0 ān(1− y)ν+n, we get the indicial equation

ν(ν − 1) +
ν

2
− 1

4
λ(λ− 1) = 0. (9)

We get the following roots ν = λ
2 ,

1−λ
2 . Again, we choose the first root as the second root leads to singular

behavior at y = 1. Thus, we can again write

ψ̃(y) = y
χ
2 (1− y)

λ
2 f(y). (10)

Plugging this into E. (5), we get the equation for f(y)

y(1− y)f ′′(y) + [(
1

2
+ χ)− (1− χ+ λ)y]f ′(y) +

1

4
[
κ2

α2
− (χ+ λ)2]f(y) = 0. (11)

This is finally in Hypergeometric form with a+ b = χ+λ, c = χ+ 1
2 , ab = 1

4 [(χ+λ)2− (χ+λ)2]. Since

the equation is symmetric in a and b we can choose

a =
1

2
(χ+ λ+

κ

α
)

b =
1

2
(χ+ λ− κ

α
). (12)
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The Hypergeometric equation can now be solved using Frobenius method, with the trial solution

f(y) =

∞∑
n=0

any
k+n (13)

from which we get the two possible values of k = 0, 1− c and the recurrence relation

an+1 = an
(k + n+ a)(k + n+ b)

(k + n+ 1)(k + n+ c)
(14)

which yields the solution

fk(y) = a0

∞∑
n=0

(k + a)n(k + b)n
(k + 1)n(k + c)n

yk+n. (15)

Here, the Pochammer symbol is defined as

(k + w)n = (k + w)(k + w + 1) . . . (k + w + n− 1)

=
Γ(k + w + n)

Γ(k + w)
. (16)

Hence, the two solutions are

f0(y) = 2F1(a, b, c; y)

f1−c(y) = y1−c2F1(a+ 1− c, b+ 1− c, 2− c; y). (17)

Now, the full solution in our case is

f(y) = c12F1(a, b, c, y) + c2y
1−c

2F1(a+ 1− c, b+ 1− c, 2− c; y) (18)

with a = 1
2(χ+ λ+ κ

α), b = 1
2(χ+ λ− κ

α), c = χ+ 1
2 . Now we want to impose the boundary conditions

that the wave function vanishes at x = 0 and x = π
2α as V →∞ at those points i. e.

ψ̃(0) = 0, ψ̃(1) = 0. (19)

Note that

lim
y→0

2F1(a, b, c; y)→ 1. (20)

Thus

lim
y→0

ψ̃(0) = lim
y→0

y
χ
2 (1− y)

λ
2 f(y) = lim

y→0
(1− y)

λ
2
[
c1y

χ
2 + c2y

1−χ
2
]
→∞. (21)

Since χ > 1, the second term is singular, so we must have c2 = 0. For the case y → 1, it is a bit more

subtle. First, we observe the domain convergence of the hypergeometric series using De Alembert’s ratio

test

lim
n→∞

∣∣∣∣(a)n+1(b)n+1y
n+1

(1)n+1(c)n+1

(1)ncn
(a)n(b)nyn

∣∣∣∣→ |y|. (22)
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Thus, the series diverges for y > 1. For y = 1, since an+1 ∼ an as n→∞, the series again diverges. Thus,

we can get a solution ψ̃(y) which vanishes at y = 1 if the series truncates. Note that this heuristic argument

does not take into account the rate of divergence of the hypergeometric series which plays an overall role

required for convergence due to the factor of (1− y)
λ
2 appearing in ψ̃(y), but it is sufficient for the purpose.

Now looking at the Pochammer symbol

(a)n = a(a+ 1) . . . (a+ n− 1)

(b)n = b(b+ 1) . . . (b+ n− 1).

(23)

If a and b are 0 or negative integers say −m, then the series truncates as the (m+ 1)th onward coefficient in

the hypergeometric series becomes 0. It a = −m, then b = χ+ λ+m and vice versa. Since the solution is

invariant under exchange of a, b both conditions are equivalent. Finally, we can find the energy eigen value

as

a.b = −m(χ+ λ+m) =
1

4

[
(χ+ λ)2 − κ2

α2

]
⇒ Em =

V0
2

(χ+ λ+ 2m)2. (24)

The corresponding eigenfunction function finally takes the form

ψ̃(y) = c1y
χ
2 (1− y)

λ
2 2F1(a, b, c; y)

= c1 sinχ(αx) cosλ(αx)2F1(−m,χ+ λ+m,χ+
1

2
; sin2 αx).

(25)

III. CONCLUSION

Here, we provide a review of the method for solving the trigonometric Pösch-Teller potential, which is

an exactly solvable one-dimensional quantum mechanical problem. The primary goal of this review was to

elaborate the solution to the readers, on how a complicated looking problem can still be solved exactly. In

fact, this potential plays an important role in the study of supersymmetric quantum mechanics as well, and

the reason for the solvability could be guessed from the nature of the potential. The interested readers may

refer to Ref. [5].
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Qubits are the building blocks for quantum computers and quantum information processing. How-

ever, there is a great deal of dispute over the most ideal types of qubits. The nanomechanical qubit

might be one potential addition to the qubit platforms. Here, we briefly outline the underlying phys-

ical principle of a nanomechanical qubit, where the mechanical vibrations stores the information.

I. INTRODUCTION

Qubits serve as the fundamental units for quantum computers and quantum information processing. Re-

search and development in this realm are rapidly progressing to determine which system or platform will

emerge as the frontrunner. Among the array of possibilities are superconducting Josephson junctions[1, 2],

semiconductor qubits [3–5], trapped ions [6–8], topological qubits [9, 10], ultra-cold neutral atoms [11, 12],

and even diamond vacancies [13–15]. However, only a select few qubit platforms have thus far showcased

the potential for quantum computing, meeting criteria such as high-fidelity controlled gates, effortless qubit-

qubit coupling, and robust isolation from environmental interference, ensuring prolonged coherence. Nano-

mechanical resonators stand as a potential contender within this elite group of platforms. Over the past

three decades, we have observed remarkable advancements in micro/nano-electromechanical systems [16–

18]. This progress has led to technology that demonstrates exceptional performance across various appli-

cations, including sensing, imaging, timing, signal processing, and logic devices, among others. Moreover,

these devices provide an intriguing opportunity to explore fundamental physics phenomena that include the

quantum effects in macroscopic objects and the coupling of mechanical motion with photons, spins, and

electrons.

54 © 2024  Dept. of Physics, NBUJ. Phys. Res. Edu.



FIG. 1: The quantized energy levels of a simple harmonic oscillator having a frequency ω0. The energy levels are

evenly spaced.

A mechanical resonator is usually modeled as a harmonic oscillator. The energy of a simple harmonic

oscillator can be written asEn = (n+1/2)~ω0, where n = 0, 1, 2, ..., ~ is the reduced Planck constant, and

ω0 is the resonance frequency of the oscillator. Here, n = 0 corresponds to the zero point energy with a cor-

responding fluctuation in displacement known as zero point displacement fluctuation xzp =
√

~/(2mω0).

This allows a mechanical resonator to be a test-bed for the quantum nature of macroscopic objects. There

has been an intense effort to study mechanical resonators in the quantum regime. Several cool-down tech-

niques have been implemented to achieve the ground state of a mechanical resonator. These devices are

becoming a crucial new avenue in quantum science and technology. A plethora of proposals suggests their

utility in storing, processing, and transducing quantum information. This requires progressively advanced

methods to control mechanical motion within the quantum realm. These devices have been employed in

achieving quantum ground state [19, 20], quantum squeezing [21–23], backaction-evading measurements

[24, 25], entanglement [26, 27], coherent microwave-optical interface [28, 29], and superconducting qubit-

mechanical interfaces [19, 30].

A recurrent question has been whether it is possible to realize strong nonlinearities in nanomechanical

resonators approaching the quantum ground state. The origin of nonlinearity in case of large displacements

is connected to the stress that depends nonlinearly on the displacement of a particular mode. It modifies the

Hooks law as F = −mω2
0x − γx3 where γ is the the weak Duffing (or Kerr) constant and m is effective

mass of the the mechanical eigenmode [31, 32]. The conventional devices are perfectly linear in the quantum

regime. This means that the energy levels are equidistant. The vibrations in these resonators approaching

the quantum ground state are only nonlinear at much larger values of xnl, typically at xnl/xzp = 106 or

above. There have been efforts to introduce nonlinearity in mechanical resonators without much success.

The proposition of anharmonicity resulting from proximity to a buckling instability has been made [33, 34].

Nevertheless, implementing such a scheme experimentally poses significant challenges.

Pistolesi et al [35] recently introduced a theoretical framework for a mechanical qubit utilizing the
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coupling of one of the flexural modes of a carbon nanotube resonator to the charge state of a double-

quantum dot defined in the same nanotube. It becomes feasible to generate adequate anharmonicity in the

mechanical oscillator, enabling the coupled system to function as a mechanical quantum bit. Nevertheless,

it is attainable solely when the device is operated in the ultrastrong coupling regime.

II. THE DEVICE AND THE ORIGIN OF ANHARMONICITY

(a)

(c)

(b)
�e �e�o

Vdc

F

x0

N+1 N

g
�o xzp2

g
xzp2

kBT
~

FIG. 2: (a) A schematic diagram that depicts the nanotube oscillating at ω0. A quantum dot, shown in purple,

emerges along the suspended nanotube, with an overall electron tunneling rate Γe to the left and right leads. (b)

When the fluctuations between the two electron states are rapid compared to the mechanical motion (Γe > ω0), the

force experienced by the vibrations is an average of the two linear F vs x curves (black straight lines) represents the

situation in which the dot is filled with either N or N + 1 electrons weighted by the Fermi-Dirac distribution. The

resulting force becomes nonlinear (shown in red) when the vibration displacement is smaller than kBTxzp/(~g). The

reduced slope at zero displacement is a measure of the decrease in ω0. As the temperature decreases, nonlinearity

increases, as evidenced by the further reduction in slope at zero vibration, as depicted by the dashed red line. The

separation between the two curves is ∆x = 2(g/ω0)xzp due to the force generated by the electron tunneling onto the

quantum dot. (c) A schematic of the conductance G as a function of the gate voltage.
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Recently, there has been an experimental demonstration of a new mechanism to boost the anharmonicity

of a carbon nanotube mechanical resonator [36]. This was achieved by coupling the resonator with single

electron tunneling (SET) via a quantum dot non-resonantly. Figure 2(a) shows the schematic of a vibrating

nanotube at a resonance frequency ω0. The typical dimensions of the devices range from approximately

1− 1.5 µm in length, with a diameter of about 3 nm. The separation distance between the nanotube and the

gate electrode is about 150 nm. A highly resistive silicon dioxide substrate with prepatterend source drain

and gate electrodes were used to grow nanotube using chemical vapour deposition technique. The nanotube

has a narrow band-gap and its electrochemical potential is tunable by underlying gate electrodes. The

quantum dot is formed by creating a p-n tunnel junction at the ends of the suspended nanotube by applying

a DC gate voltage. Figure 2(c) shows a simple schematic of gate voltage dependence of the conductance

in the incoherent tunneling regime. This clearly indicates how a degenerate two-level system fluctuates

between two states having N and N + 1 electrons. The charging energy Ec = e2/CΣ for the devices were

about 8 meV, where e is electronic charge and CΣ is the total capacitance of the quantum dot. A significant

capacitive coupling was established between the nanotube island and the gate electrode by maintaining a

minimal separation distance. This results in Cg being much greater than Cs and Cd, where Cs and Cd

represent the capacitances between the nanotube island and the source and drain electrodes, respectively.

The capacitance values were estimated by measuring the charge stability diagram of the quantum dot.

The resonator is coupled to the electrons within the dots through capacitive coupling between the nan-

otube and the gate electrode. This coupling can be described by the Hamiltonian H = −~gnex/xzp, where

g is the electromechanical coupling, and ne = 0, 1 is the additional electron number in the quantum dot.

Figure 2(b) describes the origin of nonlinearity in the mechanical resonator. The two black lines correspond

to the linear force-displacement curves, when the dot is filled with either N or N + 1 electrons, whose

slopes are governed by the spring constant mω0
2. The separation between two curves, ∆x = 2(g/ω0)xzp,

is caused by the force generated by one electron tunnelling onto the quantum dot. When the fluctuations

between the two electron states are rapid compared to the mechanical motion (Γe > ω0), the force expe-

rienced by the vibrations is simply an average of the two black force-displacement lines weighted by the

Fermi-Dirac distribution. The resulting force (shown in red) is nonlinear when the vibration displacement

is smaller than kBT
~g xzp. The reduced slope at zero vibration displacement is an indication of a decrease in

ωm. Here, T is the temperature, and kB is the Boltzmann constant. If we decrease the temperature, the

slope at zero point displacement is reduced further as shown by dashed red line in Fig. 2(b). The electron

fluctuation rate is faster than the bare mechanical frequency i.e. (Γe > ω0) in the adiabatic limit. In this

57 © 2024  Dept. of Physics, NBUJ. Phys. Res. Edu.



case, the fluctuations result in the nonlinear restoring force as given by

Feff = −
[
mω0

2 − 1

4x2
zp

(~g)2

kBT

]
x− 1

48x4
zp

(~g)4

(kBT )3
x3 (1)

for Γe < kBT and x� 2kBT/~g.

FIG. 3: (a) Schematic of conduction peaks with gate voltage in the SET regime. (b) and (c) represent schematics of

change in resonance frequency and mechanical linewidth of the resonator across the conduction peaks, respectively.

Figure 3(b) illustrates the reduction of resonance frequency across the conduction peaks [shown in 3(a)]

due to capacitive coupling between the mechanical vibration and the SET. Figure 3(c) shows a schematic

of increase in linewidth Γ of the vibration across the conduction peaks [shown in 3(a)] due to incoherent

tunneling of electrons between the dots and source/drain electrodes. A large number of experiments have

been carried out [37–44], but the decrease in ω0 has always been around 1% as the value of g was modest.

The linear coefficient of the equation gives us

ωm = ω0

√
1− εp

4kBT
, (2)

where εp = 2~g2/ω0 is the polaronic energy. It is also clear that ωm decreases with decreasing temperature.

It was satisfactorily explaining the experimental observation. However, all the previous experiments could

not be performed in a regime where 2kBT � ~g2/ω0 due to lower values of g. This regime is referred as

ultrastrong coupling regime, which can be realized in a mechanical system not in the ground state (kBT >

~ω0) if g >
√

2ω0. It is also clear that ωm vanishes when 2kBT = ~g2/ω0 since the linear part of the

restoring force vanishes as illustrated by the blue solid line in Fig. 4.

However, when we operate the device in the ultra-strong coupling regime, the nonlinear part dominates

the dynamics of the resonator. The nonlinear force can even result in a vibration potential that is purely quar-

tic in displacement. As a consequence of this nonlinearity, the oscillation period becomes highly dependent

on the oscillation amplitude. Thermal fluctuations enable the oscillator to explore various amplitudes, re-

sulting in different resonance frequencies. These fluctuations produce an observed resonance frequency that
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is significantly higher than ωm when averaged as shown in Eq. (2). The dashed red line in Fig. 4 depicts

the theoretical prediction of the resonance frequency as a function of εp/kBT incorporating both quartic

nonlinearity and thermal fluctuations. This result was used to fit the temperature dependence of the reso-

nance frequency at the conductance peak to estimate εp. The numerical result in Fig. 4 was fitted with the

following analytical expression

ωm = ω0

[
1 +

5∑
n=1

an

( εp
kBT

)n]
(3)

with a1 = −0.127655, a2 = 0.010475, a3 = 0.0125029, a4 = −0.00480876, and a5 = 0.000515142,

which is within 0.1% of the numerical result for 0 ≤ εp
kBT
≤ 4.
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FIG. 4: The dashed red line illustrates the theoretical prediction for the renormalization of resonance frequency as a

function of εp/kBT , encompassing both quartic nonlinearity and thermal fluctuations. In contrast, the solid blue line

represents the renormalization of resonance frequency excluding quartic nonlinearity and thermal fluctuations.

In contrast to earlier experiments, in Ref. [36], a substantial dip of approximately 25% in ω0 was

observed, along with an increase in the mechanical linewidth over 90% when the system was positioned

on a conductance peak (Fig. 3), where the electronic two-level system reaches a state of degeneracy. Then,

the authors repeated the measurements at different temperatures. The measured reduction in resonance
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frequency as a function of temperature was then fitted using Eq. (3) to estimate the value of g. The largest

value of the coupling strength g obtained from measurements was g/2π = 0.5 GHz. That corresponds

to g/ω0 = 17. The value of g was consistent with the estimation g/2π = 0.55 GHz obtained from

independent electron transport measurements. They used the formula g = e(C ′g/CΣ)V dc
g /
√

2m~ω0, where

m is estimated from driven spectral response measurements [45]. The spatial derivative of the dot-gate

capacitanceC ′g and the total capacitanceCΣ of the quantum dot were obtained from charge stability diagram

of the device in the SET regime. These measurements established that the system was deep in the ultrastrong

coupling regime.

III. FUTURE DEVICES AND EXPERIMENTAL PLAN

 (c)

FIG. 5: (a) A schematic of the electronic confinement potential where t is the the hopping amplitude and ε is energy

difference between the two individual charge states. (b) A schematic of a suspended carbon nanotube which hosts a

double quantum dot. It’s one-electron charged state is interconnected with the secondary flexural mode. (c) Upper and

lower right panels show effective potential for E+ and E−, respectively using Eq. (6) for t/~ω0=20. Here, E+ and

E− are scaled by ~ω0. Thin solid, dashed and thick solid lines correspond to 4g/ω0 = 0, 100, and 200, respectively.

The experimental validation of the ultrastrong coupling regime and strong anharmonicity represents a

significant achievement, as it establishes a foundation for realizing nanomechanical qubits. However, at
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low temperatures, the damping rate increases significantly due to the coupling between the resonator and

the single quantum dot. The mechanical resonance width in the high temperature limit (kBT � ~g2/ω0) is

given by [35]

∆ω = Γ0 +
1

2

~g2

kBT

ω0

Γe
, (4)

where Γ0 is the damping rate due to other dissipation mechanisms. This charge fluctuation can be minimized

by introducing two quantum dots in the resonators. It becomes feasible to define and control a charge qubit

embedded in the resonator by adjusting the gate voltages independently for the two quantum dots. Pistolesi

et al [35] theoretically proposed a possibility of a mechanical qubit by coupling the charge qubit with the

second flexural mode in the strong coupling regime as shown in Fig. 5(b).

The Hamiltonian of the system can be described as

H =
p2

2m
+
mω2

0x
2

2
+
ε

2
σz +

t

2
σx − ~g

x

xzp
σz (5)

where the first two terms correspond to the mechanical mode of frequency ω0 with effective mass m,

displacement x, and momentum p. The second and third terms corresponds to the electronic state of the

quantum dots, where the two Pauli matrices σz and σx represent the dot charge energy splitting and inter-

dot charge hopping, respectively. The final term corresponds to the coupling between the vibration and the

charge state. This arises physically from the fluctuation of the force exerted on the mechanical mode when

the charge transition occurs between the two quantum dots. The magnitude and the polarity of g can be

adjusted across a wide range by adjusting the gate voltages. In the semiclassical Born Oppenheimer picture,

by diagonalizing the above Hamiltonian, we find the energy eigenvalues as

E±(x) =
mω2

0x
2

2
±

√(
ε− 2~g

x

xzp

)2
+
t2

2
. (6)

Considering ε = 0 and for small x we can rewrite equation 6 as

E±(x) = ± t
2

+
mω2

0

2

(
1± 4~g2

ω0t

)
x2 ∓ 4m2ω2

0~2g4

t3
x4. (7)

The interaction between the resonator and the double dot results in a renormilization of resonnace fre-

quency and the emergence of quartic and higher-order terms. Figure 5(c) shows that this interaction stiffens

the resonant frequency of the upper branch while softens that of the lower one. The quadratic term in Eq. (7)

becomes negative if g >
√
ω0t/4~. This results in a double-well potential and bistability akin to what is

anticipated for a single quantum dot coupled to a mechanical oscillator. Pistolesi et al [35] estimated the

quantized energy levels of the system by diagonalizing Eq. (5) numerically. It was shown that for a large

value of g, the anharmonicity a = (ω21 − ω01)/ω01 is enough for enabaling quantum control of the qubit
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formed by the |0〉 and |1〉 state. The anharmonicity about 5% is typically used for a superconducting qubit

for full quantum control, where the transition frequencies ω01 and ω21 are between |0〉 and |1〉 states and

between |1〉 and |2〉, respectively. At very low temperature, the damping originates from the double quan-

tum dots is suppressed exponentially. It is possible to achieve a very high quality factor of the resonator

about a few millions. The decoherence of the hybrid system is improved by three oders of magnitude

compared to its charge qubit counterpart. It is expected to have sub-kHz decoherence rate in this system.

Additionally, mechanical qubits have novel prospects for quantum sensing. Rather than using traditional

mechanical resonators to investigate AC forces, it is possible to detect weak DC forces with an exceptional

sensitivity down to ∼ 10−21N/
√
Hz [35]. The qubit state can be read out by coupling the system to a

microwave superconducting cavity and utilizing a dispersive interaction, similar to the technique used with

superconducting qubits.

IV. CONCLUSION

We discussed why a mechanical qubit is not possible to realize with conventional mechanical resonators

though it has a remarkable success in preparation of quantum ground state, squeezing, entanglement etc. in a

macroscopic objects. We explained the physical origin of the anharmonicity in a carbon nanotube resonator

embedded with a quantum dot in detail. Then, we addressed the limitations of a single quantum dot hosted in

nanotube the tube. Subsequently, we elaborated the methodology to overcome those limitations by hosting

a double quantum dot in the nanotube as prescribed by Pistolesi et al [35]. Mechanical qubits may offer

new perspectives for quantum sensing and quantum computing.
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Artificial neural networks are essential for the design and analysis of complex algorithms. We

have designed a circuit with an electro-optic Mach-Zehnder interferometer (EOMZI) driven by a

photodiode. The output from the EOMZI’s cross bar port is used. Then, we have developed a

photonic artificial neuron based on this setup. The outputs are validated using MATLAB, and the

Artificial neural networks successfully generate the sigmoid function corresponding to the EOMZI

switch’s cross port.

I. INTRODUCTION

Optical electro-optic modulators are critical devices in the field of photonics. They are widely used in

optical communication systems. One common configuration of the modulator is the electro-optic Mach-

Zehnder interferometer (EOMZI). EOMZIs have high modulation bandwidth, low power consumption,

and high performance [1–5]. EOMZIs are used in a variety of photonic applications, including optical

fiber communications, optical signal processing, and optical computing. The modulation bandwidth of an

EOMZI is the range of frequencies over which it can modulate an optical signal. The power consumption

of an EOMZI is the amount of electrical power required to operate it. The performance of an EOMZI is

measured by its modulation depth, extinction ratio, and linearity. Artificial neural networks (ANNs) are a

type of machine learning algorithm that can be used to solve a wide variety of problems, including those

in optics. ANNs are inspired by the human brain, and they are able to learn from data by adjusting their

connections over time. The use of ANNs in optics is a rapidly growing field, and there are many exciting

new research directions being explored [6–10]. For example, ANNs are being used to develop new optical

imaging techniques, to improve the performance of optical communication systems, and to create new

optical computing platforms. This study explores the use of a photodetector (PD) sensor to convert light into

an electrical signal. The amplified electrical signal is used to drive a Mach-Zehnder interferometer (MZI),

which produces an optical output at the cross port. Cross port output is used to design optical NOT gates, 1’s
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compliment operation in optical computing. An equivalent model of these circuits is also developed using

an artificial neural network (ANN). The ANN takes light intensities as inputs and generates optical signals

as outputs. The conditions required for the framework to work are derived and validated using the ANN

and MATLAB. The output of the ANN is verified to be in agreement with the sigmoid activation function.

II. SCHEMATIC REPRESENTATION OF THE PROPOSED CONFIGURATION

The block diagram of the proposed scheme is shown in Fig. 1(a). The proposed scheme consists of a

photodetector (PD) sensor, an amplifier and a Mach-Zehnder interferometer (MZI). The PD sensor converts

light into an electrical signal. The electrical signal is amplified and used to drive the MZI. The amplifier is

used to amplify the signal from the PD. This is necessary because the signal from the PD is typically very

weak. The amplifier increases the signal strength so that it can be used to drive the MZI. The MZI is a type

of interferometer that can be used to modulate the phase of an optical signal. The MZI works by splitting

the optical signal into two paths and then recombining them. This amplified voltage creates phase shift(∆δ)

of the optical signal propagated through the two arms of MZI switch. When 0, destructive interference

occurs at output coupler of MZI and data is transmitted to lower cross port. But when ∆δ ∼ 0, then output

at cross port is absent. The EOMZI figure is shown in Fig. 1(b). According to theoretical calculation cross

port output can be expressed a Pout = | cos(∆δ/2)|2 [11].

          (a) 

       
 

 

(b) 

                          
 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

FIG. 1: (a) Block diagram of the proposed scheme, (b) EOMZI layout.
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III. PREDICTION USING AN ARTIFICIAL NEURAL NETWORK MODEL

Artificial neural networks (ANNs) are used by many researchers to build output prediction systems [12–

14]. ANNs require a large number of input and output data points to be created. The neural network design

in Fig. 2 has three levels: the input layer, the hidden layers, and the output layer. Each neuron in the hidden

layer has a weight assigned to it. In this architecture, the input layer comprises one neurons, denoted as

a
(0)
1 , which represent the light intensity of the system as measured by the photodiode. In our architecture,

the hidden layer is composed of six neurons, namely a(1)1 to a(1)6 . The weights and activations of these

neurons play a crucial role in the neural network’s overall performance and output predictions. The output

layer consists of one neuron, labeled a(2)1 , representing the output optical power at cross port of EOMZI.

The data set has been divided into three parts: the test data set, the training data set, and the validation data

set. The data set was partitioned into three segments, with 85% allocated for training, 10% for testing, and

the remaining 5% for evaluating the network’s overall performance.

          (a) 

       
 

 

(b) 

                          
 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

FIG. 2: ANN model layout.

Figure 3 illustrates the Mean Squared Error (MSE) variations for the training, validation, and testing

data sets concerning the number of epochs at the output a(2)1 . As depicted in the figure, the best validation

performance is achieved at epoch 61, with an MSE of 8.034E-06. Beyond epoch 61, the errors begin to

increase, leading us to terminate the training process to prevent over fitting.

Figure 4 shows the error values for the training, validation, testing, and overall data sets. The error factor,

which is a measure of how close the neural network’s output is to the desired output, is closer to 1 for all four

data sets. This indicates that the neural network is able to fully associate the input data set with the model

data set. The error values for the training, validation, testing, and overall data sets are 0.99999, 0.99997,

0.99998, and 0.99998, respectively. These results show that the designed neural network is performing well.

After training the neural network, we tested it with different input values. Fig. 5(a) shows the distribution of
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FIG. 3: Error with number of iterations (Epochs) at the output a(2)1 .

 
 

 

 

 

 
 

 FIG. 4: Variation of error for various data sets at the output a(2)1 .

training outputs and target outputs for different data sets: the training data set, the validation data set, and

the test data set. Figure 5(b) shows the errors, which are the differences between the training output and

target output, for different sets of inputs.

The results show that our constructed neural network accurately predicts the output values. This indi-

cates that the neural network is robust and can generalize to new data sets. We can therefore be confident

in using this neural network to predict output values for unknown data sets. The figure also shows that the

sigmoid function is accurately modeled at the output terminal (a(2)1 ). We find the function as

f(x) =

(
ei0.022x + e−i0.022x

2

)2

. (1)

We also plot the Cross port theoretical value with ANN model value in Fig. 6. This further validates the

effectiveness of our approach.
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FIG. 5: (a) Displays the distribution of training outputs against input intensity of light at photo diode and target outputs

for different data sets at the output a(2)1 and (b) the errors, calculated as the differences between the training outputs

and target outputs, are depicted for various sets of inputs at the output a(2)1 .
 

 

 

 
 

 

 

 FIG. 6: Theoretical output and ANN plot of EOMZI cross output.

IV. CONCLUSION

This research effectively showcases the utilization of a photodetector (PD) sensor for converting light

into an electrical signal, which in turn propels an EOMZI to generate optical outputs at the cross port.

Through the implementation of Artificial Neural Networks (ANNs), precise predictions of optical outputs

were achieved. The outcomes underscore the ANN’s capability to accurately approximate the sigmoid

function at the output terminal, reinforcing the credibility and appropriateness of the ANN model for this

undertaking. Evaluation of the network’s performance using testing data revealed an error factor approach-

ing 1, signifying the successful association of input data with the model data set.
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We study the spin and valley-dependent transport in a spin-orbit coupled biased dice lattice. We

find that the presence of a bias term and the spin-orbit interaction (SOI) give rise to the spin-split

energy spectrum. The SOI couples the valley and the spin degrees of freedom, resulting in a spin and

valley-resolved Berry curvature. We find a profound variation in the Berry curvature for different

spin states around both valleys. The spin and valley Hall conductivities are calculated for various

values of the bias term. We find the interplay between the bias term and SOI term leads to a quantum

phase transition from a topological insulating phase to a trivial band insulating phase accompanied

by the emergence of the valley Hall effect and the suppression of the spin Hall effect.

I. INTRODUCTION

Since the discovery of graphene [1], there has been a growing interest in two-dimensional crystals like

silicene [2], MoS2 [3], etc., with a honeycomb lattice structure for potential applications in new-generation

electronic devices [4, 5]. The low-energy electrons in such crystals have an extra degree of freedom called

“valley”. The valley index is associated with the special points of the Brillouin zone, called the Dirac points,

K and K ′ where the energy bands meet each other. Since there is a significant distance in momentum space

that separates the valleys, the intervalley scattering is highly suppressed in the presence of smooth scattering

potential, thus making valley index an intrinsic property of low energy carriers. Similar to the application

of spin in spintronics, the utilization of the valley index for encoding and controlling information leads to

the emergence of a new field of research known as valleytronics [6–9]. The valley Hall effect stands out

as an intriguing phenomenon resulting from the manipulation of the valley degree of freedom, where a

longitudinal electric field drives carriers in opposite transverse directions based on their valley index. D.

Xiao [6] first predicted it theoretically in graphene with broken space-inversion symmetry, and subsequently,

it was observed experimentally in MoS2 [10]. The breaking of inversion symmetry in crystals is necessary

to manifest valley-contrasting physics. The SOI in such materials couples the valley index with the spin

of the carriers, leading to various spin and valley-coupled phenomena. Over the years, various fascinating

spin and valley-dependent phenomena like valley polarization by spin [11], spin-valley locking [12, 13],

spin-valley interactions [14, 15], spin-valley polarization [16, 17], spin-valley dependent optical selection

rules [18], etc, have been extensively studied.
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In this paper, we calculate the spin and valley Hall conductivities to study the spin and valley coupled

transport properties of a biased dice lattice. To study the effect of the SOI, we consider an intrinsic SOI of

Kane-Mele type [19]. The consideration of such SOI usually results in a spin Hall effect [19–21], marked

by the emergence of conducting channels along the boundaries of the sample. Our system of interest is a

spin-orbit coupled biased dice lattice [22]. The bias term and the SOI break the space-inversion symmetry

of the dice lattice. The Dice lattice is a graphene-like two-dimensional material with T3 symmetry. Like

graphene, electrons in the dice lattice obey the Dirac equation near theK andK ′ points. Although the zero-

field spectrum of dice and graphene lattices appears identical, these systems differ fundamentally because

the former supports a zero-energy flat band. In the dice lattice, low-energy excitations follow the Dirac-

Weyl Hamiltonian with an enlarged pseudospin S = 1. Moreover, a significant disparity arises between

the graphene and the dice lattice when look at the closed trajectories of the quasiparticles in momentum

space. Unlike the Berry phase of π observed in graphene, the quasiparticles in the dice lattice do not

acquire any nontrivial Berry phase. Figure 1 illustrates the geometry of the dice lattice, which includes an

additional site positioned at the center of each hexagon in the honeycomb lattice connecting with one of

the two inequivalent sites of the honeycomb lattice. Among these sites, two (A and C) are referred to as

rim sites, while the third (B) is known as a hub site, having coordination numbers of 3 and 6, respectively.

Experimental realization of the dice lattice is feasible in a SrTiO3/SrIrO3/SrTiO3 heterostructure [23].

Additionally, it can be replicated in an optical lattice [24] setup by confining ultra cold atoms with the aid

of three pairs of oppositely moving laser beams.

A

B

C

FIG. 1: The lattice geometry of the dice lattice is depicted here, where a1 and a2 represent the lattice vectors.
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II. MODEL AND METHODS

Allowing the nearest-neighbor (NN) and next nearest-neighbor (NNN) hoppings only, the real space tight-

binding Hamiltonian for biased dice lattice can be written as

H = t
∑
〈ij〉

C†isCjs + t
∑
〈jk〉

C†jsCks +
iλ

3
√

3

∑
〈〈ij〉〉ss′

µijC†isszCjs′ +
iλ

3
√

3

∑
〈〈jk〉〉ss′

µjkC†jsszCks′ +
∑
is

νi∆iC†isCis,(1)

where C†is(Cis), C†js(Cjs), and C†ks(Cks) creates (annihilates) an electron of spin polarization s at sites A,

B, and C, respectively. The first term in Eq. (1) illustrates the NN hopping between A and B sites, while

the next term represents the NN hopping between B and C sites. In both cases the NN hopping strength

is t. The third and fourth terms are the Kane-Mele type SOI term arising from the NNN hoppings A-B-A

and C-B-C, respectively. Here, λ denotes the strength of the SOI. For clockwise (counter-clockwise) NNN

hopping we have µij , µjk = −1 (+1). Here, s, s′, and sz represent the real spin Pauli operators. The final

term is the staggered lattice potential or the bias term ∆i, where νi takes +1 and −1 for the A and C sites,

respectively.

The Hamiltonian in Eq. (1) on projecting into a reciprocal space and expanding it around the Dirac points

results in an effective Hamiltonian

H(k) =


∆− λτs fk√

2
0

f∗k√
2

0 fk√
2

0
f∗k√

2
−∆ + λτs

 , (2)

where fk = ~vF (τkx + iky) with the Fermi velocity vF = 3at/
√

2 and τ = ±1 is the valley index

representing K and K ′ points. Diagonalizing the Hamiltonian given in Eq. (2), we find the following spin

and valley-dependent eigenenergies

Eτsn = n
√
ε2k + (∆− λτs)2. (3)

Here, n = −1/0/ + 1 denotes the valence/flat/conduction band, respectively, and εk = ~vFk with k =√
(k2
x + k2

y). The presence of the bias term and the SOI term together introduces an energy gap Eg =

|∆ − λτs| between the flat band and the conduction band or the valence band at a particular Dirac point.
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The corresponding normalized eigenstates are obtained as

uτs0 (k) =
1√
2N0



−fk
(∆−λτs)

√
2

f∗k
(∆−λτs)


, uτs±1(k) =

1√
2N±1



fk(
Eτs±1(k)−∆+λτs

)
√

2

f∗k(
Eτs±1(k)+∆−λτs

)


, (4)

where N0 =

√
ε2k+(∆−λτs)2)

|∆−λτs| and N±1 =
√

2|Eτs±1|
εk

are the normalization constants.

-0.02 -0.01 0 0.01 0.02
k

x
( /a)

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

E
 (

e
V

)

-0.02 -0.01 0 0.01 0.02
k

x
( /a)

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

E
 (

e
V

)

(ii)(i)

FIG. 2: The energy spectrum of the biased dice lattice for (i) ∆ 6= λ and (ii) ∆ = λ. Thick solid (dashed) line

represents the spin-up (spin-down) conduction band (blue in color), thin solid (dashed) line is for the spin-up (spin-

down) valence band (red in color) and the Flat green line is the spin degenerate flat band. Here, we have taken λ = 50

meV.

The broken space-inversion symmetry due to the presence of the bias and the SOI results in a spin and valley-

dependent Berry curvature Ωτs
n (k). The Berry curvature can be calculated using the relation Ωτs

n (k) =

i〈∇ku
τs
n (k)| × |∇ku

τs
n (k)〉, where uτsn (k) is the periodic component of the Bloch function corresponding

to the nth energy band. The Berry curvature transforms as Ωτs
n (k) = Ωτ ′s

n (k) and Ωτs
n (k) = −Ωτ ′s′

n (k)

under the space-inversion and the time reversal symmetry operations, respectively. Here, τ ′ = −τ and

s′ = −s. Therefore a non-zero Berry curvature demands the breaking of any one of these symmetries.
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FIG. 3: The variation of Berry curvature around the K valley[(i) and (ii)] and the K ′ valley[(iii) and (iv)]. The left

(right) panel corresponds to ∆ < λ (∆ > λ). Thick solid (dashed) line indicates the Berry curvature of the spin-up

(spin-down) conduction band (blue in color) and thin solid (dashed) line is for the Berry curvature of the spin-up

(spin-down) valence band (red in color).

In the presence of an in-plane electric field, Ωτs
n (k) imparts an anomalous velocity to an electron perpen-

dicular to its motion, resulting in an intrinsic contribution to the anomalous Hall conductivity [6]

στsxy = (e2/~)

∫
d2k

(2π)2

∑
n

fn(Eτsn )Ωτs
n (k), (5)

where fn(Eτsn ) is the Fermi-Dirac distribution function. We define the spin (σspin
xy ) and valley (σvalley

xy ) Hall

conductivities as

σspin
xy =

∑
τs

sστsxy, (6)

σvalley
xy =

∑
τs

τστsxy. (7)

75 © 2024  Dept. of Physics, NBUJ. Phys. Res. Edu.



III. RESULTS AND DISCUSSION

The energy spectrum of the biased dice lattice is depicted in Figs. 2 for K valley. There are, in principle,

six energy bands, three associated with spin-up and three with spin-down electrons. Here, we treat λ as a

fixed parameter and assume that ∆ is a freely adjustable parameter. We have plotted the energy spectrum

for λ 6= ∆ and λ = ∆ cases. In Fig. 2(i), when λ 6= ∆ (λ = 100 meV, ∆ = 50 meV), we observe

a splitting of the conduction and valence bands, resulting in a finite gap between both spin-up and spin-

down bands. Conversely, when ∆ = λ = 50 meV, Fig. 2(ii) demonstrates a gapless Dirac cone for the

spin-up electrons and a gapped Dirac cone for the spin-down electrons. This state has been termed a valley-

spin-polarized metal (VSPM) [25]. In this case, electrons with only one spin polarization are significant

for device applications facilitating spin-polarized transport. However, the flat band is nondispersive and

spin degenerate in both cases. Because of the time-reversal symmetry, the spin splitting in the two valleys

exhibits an opposite behavior. The role played by spin-up bands in the K valley is mirrored by spin-down

bands in the K ′ valley. Using Eq. (4), we find the Berry curvature for the individual band analytically as

Ωτs
± (k) = ∓τ

~2v2
F (∆− λτs)

[ε2k + (∆− λτs)2]3/2
and Ωτs

0 (k) = 0. (8)

The Berry curvature associated with the conduction and valence bands are equal in magnitude but opposite

in sign as a consequence of the particle-hole symmetry. However, Berry curvature of the flat band vanishes

due to its nondispersive nature. Furthermore, with the inclusion of the bias and the SOI terms, the Berry

curvature becomes spin and valley resolved. Figures 3(i) and 3(iii) depict the Berry curvature of conduction

and valence bands for λ > ∆ aroundK andK ′ valleys, respectively. The distribution of Berry curvatures is

mainly centered around k=0. In the K valley, for spin-up states, the Berry curvature of the conduction band

is negative, and that of the valence band is positive. Conversely, its sign reverses with reduced magnitude

for the spin-down states. However, in the K ′ valley, the Berry curvature follows the relation Ωτs
n (k) =

−Ωτ ′s′
n (k) as a consequence of the time-reversal symmetry. The variation of the Berry curvature for λ < ∆

around K and K ′ valleys is depicted in Figs. 3(ii) and 3(iv), respectively. In this case, the Berry curvature

for spin-up states exhibits an opposite trend, while that for spin-down states remains consistent with the

observations made when λ > ∆. The pronounced variation observed in the Berry curvature for different

spin states around both the valleys emphasizes the potential for manipulating spin and valley characteristics

of the Berry curvature.

Using Eqs. (5) and (8), we calculate the analytical expression of Hall conductivity at zero temperature for

various positions of the chemical potential (µ). For µ in the band gap, we obtain
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FIG. 4: The variation of (i) Spin and (ii) Valley Hall conductivities with the chemical potential (µ) for different values

of ∆ at T = 20K. Here we have considered λ = 50 meV.

στsxy = τ
e2

h

(∆− λτs)
|∆− λτs|

. (9)

Using Eqs. (6) and (7), we obtain the analytical expressions of σspin
xy and σvalley

xy as

σspin/valley
xy = 2

e2

h

[
sgn(∆− λ)∓ sgn(∆ + λ)

]
, (10)

where the − (+) sign denotes the spin (valley) Hall conductivity. The interplay between ∆ and λ leads to

various phases, which can be characterized based on the values of σspin
xy and σvalley

xy as

σspin
xy =

e2

h


−4 ∆ < λ

−2 ∆ = λ

0 ∆ > λ

and

σvalley
xy =

e2

h


0 ∆ < λ

2 ∆ = λ

4 ∆ > λ.

When µ lies in the band gap, both σspin
xy and σvalley

xy take a quantized values. For ∆ < λ, we have a finite

σspin
xy with vanishing σvalley

xy , indicative of a topological insulator or Quantum spin Hall insulator phase [19],
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with conductive channels at the boundary of the system. When ∆ = λ, both σspin
xy and σvalley

xy simultaneously

acquire non-zero values, indicating a VSPM phase [25]. A trivial insulator phase [6] emerges for ∆ > λ

with vanishing σspin
xy and a finite σvalley

xy .

When µ lies in the conduction band, we obtain

στsxy = τ
e2

h

[
(∆− λτs)

EF

]
, (11)

where EF =
√
~2v2

Fk
2
F + (∆− λτs)2. The corresponding σspin

xy and σvalley
xy are calculated as

σspin/valley
xy = 2

e2

h

[(∆− λ)

EF
∓ (∆ + λ)

EF

]
. (12)

Here the − (+) sign corresponds to the spin (valley) Hall conductivity. Due to the particle-hole symmetry,

a similar expression can be obtained when µ lies in the valence band. The variation of σspin
xy as a function of

µ for different values of the parameter ∆ is depicted in Fig. 4(i). Within a band gap, σspin
xy takes a quantized

and finite value as long as ∆ < λ and vanishes for ∆ > λ, indicating a transition from a topological insulator

to a trivial insulator phase. Additionally, it is observed that the width of the Hall plateau diminishes as ∆

increases, suggesting a reduction in the width of a band gap. The behavior of σvalley
xy as a function of µ with

increasing values of ∆ is shown in Fig. 4(ii). For ∆ = 0, σvalley
xy vanishes for all values of µ, implying the

necessity of a non-zero value of the bias term to break the valley degeneracy and observe the valley Hall

effect. As ∆ increases, for ∆ < λ, σvalley
xy remains zero within a band gap, while for ∆ > λ, it takes a

quantized and finite value.

IV. CONCLUSION

In summary, we have investigated the spin and valley-dependent transport in the biased dice lattice. The

presence of the bias and the SOI terms leads to a spin-split energy band structure. However, the flat band

remains spin degenerate. We have obtained analytical expressions of the Berry curvature corresponding to

individual bands. We analyzed the variations of the spin and valley Hall conductivities as a function of the

chemical potential analytically and numerically. It is observed that the interplay between the bias and the

SOI terms leads to a quantum phase transition from a topological insulator phase to a trivial insulator phase.

This phase transition can be characterized by the appearance of the valley Hall effect and the suppression

of the spin Hall effect, indicating a profound impact of the interplay of the bias and the SOI terms on the

transport properties of the system. Our results could provide valuable insights for developing spintronics

and valleytronics devices.
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using XMM − Newton Observations
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LSI + 61o 303 is a high-mass X-ray binary consisting of a low-mass [M (1 − 4)M�] compact

object orbiting around an early type B0 Ve star along an eccentric e = 0.7 orbit. It along with

LS5039 are the only two known gamma-ray binary detected in the TeV band. Despite extensive

observations the nature of this source, particularly whether it is a pulsar or a black hole (micro-

quasar) system, is not clear. The mechanisms that lead to the multi-wavelength behavior are also

uncertain. Recent approach to the study of LSI + 61o 303 has been to focus on possible correlated

variability. There was an early indication that there is a correlation between the X-ray and TeV

emission at the time where the latter was measurable. In a more recent observation, however, such a

feature has not been found. In this work, we study the spectral variability of LSI + 61o 303 using

four observations between 2001 to 2007 of XMM − Newton available from NASA archive and

examine the correlation between low energy range and high energy part.

I. INTRODUCTION

The Be star binary LSI + 61o 303 is among the few X-ray binaries from which radio and very high-

energy gamma-ray emission [1] in TeV energies were observed [2, 3]. Be stars are a heterogeneous col-

lection of stars with B spectral types and emission lines. The radio source GT 0236 +601, is considered to

be associated with this Be Star [4], the radio outbursts show a periodicity of about 26.496 days [4] and a

further modulation of the outburst phase and outburst peak flux with a period of 1667 +/- 8 days [5]. This

indicate that the position of the maximum of radio emission along the orbit with Porb = 26.496 days [4],

as well as its intensity, are modulated with a super-orbital period [6] of Psup = 1667 days. Albert et al [7]

found that the peak flux at TeV energies occurs at orbital phase φorb = 0.65, while no high energy emission

is detected around peri-astron passage φorb = 0.23. Using VLBA imaging obtained by Dhawan et al (2006)

over full orbit of LS +61 303 has shown the radio emission to come from angular scales smaller than about

about 7 mas (projected size 14 AU at an assumed distance of 2 kpc). Rea et al suggest that X-ray emission

of LSI + 61o 303 must necessarily come from the collision between winds or from the internal wind zone

shock region instead of the magnetosphere of the supposed pulsation using Deep Chandra observations of

TeV binaries [8]. Dhawan et al concluded that the radio and TeV emissions from LSI + 61o 303 are origi-

80 © 2024  Dept. of Physics, NBUJ. Phys. Res. Edu.



TABLE I: Mode specific parameters for EPIC PN camera

Obs. Mode Time Live Time MRC MRC point

Resolution [%] diffuse sec−1 source sec−1

Large window 48ms 94.9 1500ms 10

Small window 6ms 71.0 12000ms 100

Timing 0.03ms 99.5 N/A 800

Burst 7µs 3.0 N/A 60000

MRC= Maximum Count Rate

TABLE II: Observation data considered for analysis with their φorb

Observation ID MJD Exposure window φorb Date

0112430401(X1) 52533 59999 PN Small 0.97 09/16/2002

0207260101(X2) 53397 49972 PN Small 0.60 01/27/2005

0505980901(X3) 54349 09860 PN Large 0.51 09/06/2007

0505981401(X4) 54354 12293 PN large 0.70 09/11/2007

MJD = Modified Julian Day

The orbital phases φorb are computed using MJD = 43366.275 and Porb = 26.496

nated by the interaction of the wind of a young pulsar with that of the stellar companion [9]. While, Sarkar

et al based on their studies suggested that particle acceleration sites can be different for events with and

without flares, as in Microquasar model, in which the flaming radiation can come from hot spots located

above the black hole using RXTE Mission Data. While stationary emissions are due to jets [10]. Kravtsov

et al in 2020 [11] done studies on the orbital variability and confirm the existence of super-orbital variability

using Optical measurements perform with the broad-band BVR polarimeter Dipol-2.

This Be star binary was observed with XMM EPIC PN camera in different modes Table I. Here, in this

work, we have considered two modes prime small window as well as prime large window Fig. 1 using

medium filter from 2001 to 2007, Some of which are taken as a part of the observational campaign of the

system using XMM-Newton [12]. Here, we have considered four observation for our study as mentioned in

Table II. Out of four two are in small window mode and two are in large window mode with medium filter.

The first observation was made during from 02:23:47.000 hrs of 16th September 2002 to 04:11:28.000 hrs

of 16th September 2002 for total 6.426 × 103 sec with the observation ID 0112430401, the second with

observation ID 0202760301 was made during from 17:40:46.000 hrs of 27th Jan 2005 to 07:41:04.000 hrs

of 27th Jan 2005 for total 50.418×103 sec, the third with observation ID 0505980901 was made during from

01:31:25.000 hrs to 05:15:02.000 hrs of 6th September 2007, the fourth with observation ID 0505981401

was made during from 01:27:25.000 hrs to 05:29:20.000 hrs of 11th September 2007.
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FIG. 1: Spectral Image of LSI +61O 303 in Small Window Mode [Top] and Large window mode [Bottom].

II. DATA REDUCTION, ANALYSIS & OBSERVATIONS

LS I +61 303 was observed withXMM−Newton EPIC cameras for different time intervals in various

windows mode with medium filters in between 2001 to 2007. Here, for study purpose, we have considered

few suitable observations. Out of the four data sets, two data sets (0207260101, 0505980901) were having

flaring regions at the beginning of the light curve. In this present work, we have processed the data giving

special attentions to these regions. For data analysis, we have used XMM Science Analysis System. During

data reduction, we have used the SAS’s task "epchain" for extraction of EPIC PN camera data. The data was

further filtered to include only science events and for patterns less than or equal to 4 in the energy range from

0.2-15 keV . Source spectrum was extracted from a circular region of radius 30 arc-sec around the source

position using SAO Image Analysis Software ds9. Background PN spectra was extracted from nearby,

source free regions having low value of counts, about .1% of the central region located at approximately the

same readout position as that for the source circle.

A. Spectral analysis

To obtain the data for spectral analysis, the extracted regions for the source and background spectra

as given above is required. Now, one can obtain the related response files using the task ‘especget’ or

using OGIP Spectral Products of ‘xmmselect’ in Graphical User Interface (GUI). In GUI, the user can
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TABLE III: Best fit results of Spectral analysis with wabs *(po)

ID grouping of Powerlaw χ2
red Flux∗∗ Lumin∗

energy bin Index 10+33ergs.sec−1

X1 gr 0 4095 5 1.55+−0.02 406.49/378 14.139 6.8437

X2 gr 0 4095 5 1.67+−0.01 438.32/378 08.622 4.1707

X3 gr 0 4095 5 1.72+−0.02 448.92/378 08.111 3.9234

X4 gr 0 4095 5 1.67+−0.01 400.57/378 08.302 4.0158

X1 gr min 35 1.48+−0.02 215.82/217 15.058 7.2838

X2 gr min 35 1.66+−0.02 855.90/812 08.588 4.1542

X3 gr min 35 1.67+−0.02 265.88/260 08.458 4.0914

X4 gr min 35 1.64+−0.01 410.22/387 08.455 4.0901

NH = 0.5× 1022/cm2

∗ Luminosity is calculated for assume distance of 2 kpc.
∗∗ Flux measured in unit of 10−12ergs.cm−2.sec−1
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FIG. 2: Spectrum showing the normalized counts per second per keV Vs Energy in keV for model wabs*(powerlaw)

for observation ID 0207260101 with Chi square for Flare region [TOP] and Flare free region[BOTTOM].

interactively define the source and background regions.

The GUI mode is provides more flexibility compare to command line in extraction of the spectra. Ac-

cordingly we have used the GUI. After using the above task four output files were obtained. They are source

spectrum file; background spectrum file, ancillary response file and redistribution matrix file. The next job is

to analysis the spectra which can be done using the standard package like xspec for X-ray spectral analysis.
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TABLE IV: Best fit results of Spectral analysis with wabs *(po) allowing NH to vary

ID NH Powerlaw χ2
red Flux∗ Lumin∗∗

1022/cm2 Index 10+33ergs.sec−1

X1@ 0.598 1.67+−0.02 371.68/380 13.880 6.8437

X2@ 0.512 1.69+−0.02 431.62/377 08.587 4.1707

X3@ 0.500 1.72+−0.02 448.92/377 08.111 3.9234

X4@ 0.516 1.69+−0.02 398.22/377 08.272 4.0158

X1@@ 0.562 1.55+−0.02 204.35/217 14.872 7.2838

X2@@ 0.513 1.67+−0.02 853.84/809 08.564 4.1542

X3@@ 0.492 1.65+−0.02 263.82/259 08.477 4.0914

X4@@ 0.494 1.63+−0.01 410.15/384 08.456 4.0901
∗ Flux measured in unit of 10−12ergs.cm−2.sec−1

∗∗ Luminosity is calculated for assume distance of 2 kpc and NH = 0.5× 1022/cm2.
@ Obtained using gr 0 4095 5
@@Obtained using gr min 35

Before going for such an analysis, the created spectrum was grouped (binned) depending on the available

signal to noise ratio in the data and the science the user wants to perform. The FTOOLS task grppha allows

regrouping of the source spectrum based on different criteria. In our case, we have divided the spectrum

with flare into two parts i.e one with flare and other with no flare and done the analysis for an energy range

of 0.5-10.0 keV Fig. 2. Initially, the spectrum was fitted with a powerlaw(po). Then, other models such as

the black body, the gauss(ga) and the multicolor disc black body (diskbb) were tried. It is found that the

model multiplicative absorption model "wabs" was used along-with a powerlaw wabs*(po) works well for

the source for all data set to fit the spectrum. The best fit parameters along with χ2
red are given in Table III

and Table IV.

B. Timing analysis

Data for timing analysis were reduced using the XMM Newton Scientific Analysis Software package.

The EPIC pn background subtracted light curves in two energy ranges (0.5 to 2.0 keV and 2.0 to 10.0

keV) are reported and the Light curves are plotted for all the data sets along with Hardness ratio and cross

correlation as shown in Fig. 3 and Fig. 4, respectively.

The observed X-Ray datas also shows the presence of flaring events which was reported in past also one

such report is reported by Smith et al [13].

In the Fig. 4, the cross correlation for flaring region and flare free regions are shown and it indicates a

84 © 2024  Dept. of Physics, NBUJ. Phys. Res. Edu.



FIG. 3: LSI + 61o 303 light curve and hardness ratio for observation ID 0207260101.
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FIG. 4: LSI+61o 303 cross-correlation for observation ID 0207260101 flare [TOP]and flare free regions[BOTTOM].

clear difference in pattern and same has been discuss in the next section.

III. DISCUSSION

We found that there is no appreciable change in the average flux for a particular orbital phase band.The

spectra for different observation period exhibit power law (without break) feature along with observation.

The power index varies with orbital phase; the spectrum is harder at brighter stage. However, the difference

in spectral index between low and high emission phase decreases if the absorbing material is considered as

variable rather than fixed as done in most of the analysis. We notice a flaring feature at the beginning of

two observations . Such a feature was previously noticed in one of the BeppoSAX observation [12]. The

flaring and increase of flux in observation ID X1 with Φorb = 0.97 may be explained using two-accretion
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peak model with Inverse Compton [14] , as per which the accretion rate might develop two peaks along the

eccentric orbit . It may be noted that LSI + 61 303 is a X-Ray binary with an eccentric orbit e = 0.7.

As per two-accretion peak model, the rate of accretion i.e dM
dt ∝ ρw/v

3
rel, where ρw = density of the

straitified wind of the B0 Ve star and vrel = Relative velocity between the wind and the orbiting accre-

tor. The accretion rate may peak depending upon ρw and vrel i.e when the density is highest or vrel is lowest.

IV. SUMMARY

The X-Ray flux (0.5-10 KeV) is found to be highest and spectral Power-law Index (Γ) is lowest for

Φorb = 0.97 with the two grouping scheme as shown in Table III and Table IV, respectively. It is found

that the best fit results of this spectral analysis with wabs*(po) allowing NH to vary (see Table IV). With

grouping scheme “gr0 4095 5”, it is observed that there is clear variation of Γ , flux and NH with orbital

phase φorb. The Γ has highest value whereas NH and flux has lowest at φorb = 0.5 for observation ID

X3. However, if we considered the grouping scheme "gr min 35", there is no such variation of Γ , but,

clear variation of NH is seen. Under these grouping scheme, the variation or decay in NH ≈ 0.562-

0.492 = .07 × 1022cm−2.Taking the mean density of the disk to be n0 ≈ 109cm−3 [6], we get the size of

the clumps s = NH/n0 ≈ 7 × 1011cm which is comparable with the radius of the Be Star if we assume

the the presences of clumps of highly or partially ionised hydrogen. With this simple model, the variation

of NH with φorb as observed can be explained on the basis of presence of clumps. In the present work,

we have mentioned about the presence of flaring in the Observation ID X1 and X3. Fig. 3 indicates one

such event. During such flaring behavior, the hardness ratio is found to increase as in Fig. 3, implying short

bursts of high energy radiation as shown in Fig. 4. It indicates that lagging of soft X-Rays during flaring and

lagging of hard X-Rays in the flare free event which may be due to the different sites of particle acceleration

for flaring and flare free events.
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Na2O doped glassy electrolytes have been developed to explore their electrical transport behaviour

at ambient temperature. The electrical conductivity (mixed conduction) has been studied in the light

of both frequency as well as temperature. In the low frequency range, the diffusional motion of Na+

ions is expected to be the possible reason for a flat conductivity. It is also noted that the conductivity

shows dispersion near the high frequency regime. The DC conductivity (σdc) and hopping frequency

have been extracted from the best fitted plots of experimental data. The thermally active nature

of electrical conductivity data have been studied to establish the dynamics of charge carriers via

hopping conduction in sodium oxide glassy systems. Negligible small difference in pathways in the

I-V characteristics in both the directions should make a sense for their applications for new generation

battery-electrolyte.

I. INTRODUCTION

In the recent days, the availability of lithium in the earth’s crust is decreasing, which is leading the

researches for alternative ways [1–3]. One of the possible best candidates for this purpose is sodium ion

batteries (NIBs) [1–3]. Owing to the abundant storage and low cost preparation techniques, sodium ion

batteries serve best to replace lithium ion batteries [4–6]. Here, Na2O doped glassy electrolytes have been

developed which serves as the electrolyte for NIBs in terms of exhibiting certain important features such as

in electrochemical stability, sensors etc. [4–6]. Na2O doped glassy electrolytes in solid form, are preferred

over liquid electrolyte due to their higher stability and ease of access, which may lead us to develop Na2O

doped solid electrolytes with higher conductivity at ambient temperatures [6]. Study of various character-

istics of such systems has been done such as AC conductivity [7, 8]. Estimation of hopping frequency and

conduction pathways of charge carriers at different temperatures have been performed using Almond-West

formalism [7, 8] which is given by

σ(ω) = σdc

[
1 +

( ω

ωH

)n]
, (1)

where, σdc is the low frequency conductivity, ω-H is the hopping frequency of the charge carriers, n is the

power-law exponent and ω is the frequency of applied electric field. So, the present work has been executed
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for the benefit of the research community not only for application point of view but also for academic

interest in line with the following objectives: (i) Easy development of Na2O doped solid electrolytes at

low cost (ii) To improve the electrical conductivity of the present system at various temperatures. (iii)

Establishment of relation between the ion migration process and the dielectric properties in the system. (iv)

Conduction mechanisms were studied in comparison with other works. (v) Hopping frequency along with

other parameters were studied and analyzed to check the efficiency of as prepared electrolytes to be used

for NIBs.

II. EXPERIMENTAL PROCEDURE

Glassy system, xNa2O-(1 − x)(0.2ZnO-0.8CdO) for x = 0.1 and 0.2 have been developed using melt

quenching route. The powder of Na2CO3 was heated at 500 ◦C in a furnace to obtain Na2O. The powders

of Na2O, ZnO, and CdO were properly mixed in suitable stoichiometric ratio in an alumina crucible after

measuring them in required amount by an electro-mechanical analytical weight balance (Dhona, 200D).

The mixture was placed in an electric furnace at temperature 1100 ◦C to 1150 ◦C and was kept for half an

hour. After the heat-treatment, the powdered mixture was used to make pallets of thicknesses 1 - 2 mm

using a pelletizer. Graphite paste was used to paint both sides of the samples for making electrodes of the

sample to conduct electrical and dielectric measurements. Usually, silver paste or gold coat was used as

electrode on both sides of the as-prepared samples. But, in the present sodium glassy electrolytes, this con-

ductive layer may develop solid electrolyte interface of blocking current collector, which may produce large

polarization effect. To avoid this issue, graphite paste was used in order to produce defective non-blocking

carbon current collector with multivalency defects induced homogeneous solid electrolyte interface. This

type of conductive graphite paste was expected to reduce charge polarization effect at the interface. A ded-

icated LCR meter (HIOKI, model no. 3532-50) with good precision was employed to collect electrical and

dielectric measurements data [C (capacitance), G (conductance) and tan(dielectric loss tangent)] at numer-

ous temperature at different frequencies ranging from 42 Hz to 5 MHz. Also, a Keithley made electrometer

(model No. 6514/E) was employed to measure DC conductivity and current-voltage data for the present

samples. Measurements of I-V characteristics of the present samples were performed on a Keithley made

electrometer (model No. 6514/E) at room temperature. Electrometer (model No. 6514/E) was used to apply

the voltage across the sample and to measure the current through the sample as it had an in- built capability

of output independent voltage source of 50 V. The indigenously designed sample holder with copper elec-

trodes (two probe method) was used in the circuitry for bulk pellets were used with graphite paste contact

in circuitry.
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III. RESULTS AND DISCUSSIONS

A. DC Conductivity

The DC conductivity of the sample was plotted with different concentration of the sample along with

the activation energy. These data were analyzed using Arrhenius [9] nature of DC conductivity as

σdc = σ0 e
−Eσ/kBT , (2)

where σ0 is the pre-exponential factor of the DC conductivity, Eσ is the activation energy corresponding

to DC conductivity, kB is the Boltzmann constant, and T is the temperature. The DC conductivity at a

specific temperature (393 K) and the corresponding activation energy are illustrated based on composition

in Figs. 1(a) and 1(b), respectively. Analysis of Fig. 1(a) reveals a gradual decrease. This behavior is

attributed to the presence of various defects [10] in the system, as indicated in the literature. The existence

of defects is likely a result of non-bridging oxygen [11, 12], which plays a role in their development.

FIG. 1: (a) Comparison of DC conductivity with compositions with others’ work. (b) Variation of activation energy

corresponding to DC conductivity with compositions along with others work.

According to existing literature [1, 11, 12], bridging oxygen in the network structure is expected to

participate in covalent bonding, playing a crucial role in forming Na-O bonding [1, 11, 12]. Consequently,

bridging oxygen emerges as a key factor in the ionic DC conductivity process by facilitating the movement

of Na+ ions within the glassy matrix. Conversely, some oxygen ions do not engage in the network structure

[1, 11, 12], and it is proposed that these oxygens contribute to non-bridging configurations. These oxygen

atoms are believed to give rise to non-bridging oxygen through permanently broken oxygen bonds [1, 11,
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12], as discussed in the literature. The oxygen atoms that are not bridging are assumed to be the trapping

centers or the defects that are not localized which are formed by modifiers like Na2O. The presence of such

defects is thought to hinder the movement of Na+ ions, consequently leading to an increase in the activation

energy associated with DC conductivity [1, 11, 12].

The glassy system doped with Li2O and Na2O, as reported in previous work, exhibits lower DC conduc-

tivity up to x = 0.2 compared to the current system. Other studies [13] incorporating B2O3 and P2O5 as

formers have demonstrated the stability of their systems. In contrast, our study employs a network former

comprising CdO and ZnO. The presence of CdO is anticipated to introduce various defects in the glassy

matrices [14], while ZnO serves as a stabilizer [15]. The nature of the DC conductivity in our system sug-

gests that adjusting the CdO and ZnO ratio can alter its electrical properties [16]. Moreover, the activation

energy (Eσ) associated with DC conductivity in our system is lower than that reported in other studies. This

lower Eσ value indicates the absence of specific defect states related to grain boundaries, which typically

result in a higher potential barrier [16]. In our context, "particular defect states" refer to defects that may

arise between two charged states (D+ and D−) due to a dangling-bond-like structure [1]. The absence of

these defect states in the higher potential barrier region, as evidenced by smaller Eσ values, suggests the

exemption of correlated motion of polaron hopping (bi-polaron) via Coulombic interaction [1] in the present

system. The lack of grain boundaries is further supported by the absence of additional arcs in the semicir-

cular isotherms depicted in Fig. 1(a), confirming a much higher DC conductivity in our system compared to

the Na2O-Li2O system. This finding underscores the potential suitability of our system as an electrolyte for

upcoming materials for the batteries.

B. Study of Alternating Current Conductivity

At different temperatures the conductivity spectra has been scrutinized, and a particular spectrum for

x = 0.2 is presented in Fig. 2(a) across. Examination of Fig. 2(a) reveals that AC conductivity spectra

exhibit both thermal activation and frequency dependence [17, 18]. In the lower frequency range, the spectra

display flat isotherms, akin to the conduction related to DC part. Alteration in electrical conduction patterns

initiates at the hopping or leap frequency of charge-carriers [17], and after this frequency, distribution

becomes evident. It was anticipated as the movement of charge-carriers was interrelated as well as confined

within the high frequency range [19]. The Na2O-doped system demonstrates a higher conductivity level

of approximately 10−2 Ω−1 cm−1, suggesting its potential as a promising electrolyte for next-generation

battery materials. The thermal activation and frequency dependence observed in the AC conductivity spectra

further emphasize the dynamic and versatile nature of the electrical behavior in the studied system.
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FIG. 2: (a) AC conductivity spectra for x = 0.2 at different temperatures. (b) Reciprocal temperature dependence of

AC conductivity at different fixed frequencies for a particular composition.

The reciprocal temperature dependence of AC conductivity has been examined at various frequencies

to gain insights into the thermally activated nature of the present system at a specific frequency [18]. Fig-

ure 2(b) illustrates one such plot for x = 0.2 across different frequencies. The plot indicates a broad

dispersion of AC conductivity near the low-temperature regime. Interestingly, with increasing temperature,

all the conductivity spectra converge and collapse. It is worth noting that as the frequency rises, there is an

accompanying increase in AC conductivity. This behavior underscores the dynamic relationship between

temperature, frequency, and conductivity in the studied system, revealing its intricate thermally activated

characteristics.

The data obtained in Fig. 2(a) were meticulously examined by Eq. (1), in order to acquire comprehen-

sive insights for the conduction spectra which rely on frequency. A rigorous fitting procedure has been

employed to ensure the optimal alignment between the experimental data and the theoretical model [19], as

defined by Eq. (1). This approach aims to establish the maximum dependency between the experimental ob-

servations and the theoretical framework encapsulated in Eq. (1). The fitting process is undertaken with the

goal of attaining a robust and accurate representation of the underlying relationship between the variables

involved. The fitting process has yielded essential parameters, including the hopping frequency (ω-H), DC
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conductivity (σdc), and frequency exponent (n). The estimation and interpretation of these fitting parame-

ters contribute to a deeper understanding of the underlying mechanisms governing the conductivity in the

studied system, facilitating meaningful comparisons and predictions. The values of EH (the activation en-

ergy corresponding to the hopping frequency) and ωH estimated at 393 K are plotted in Fig. 3(a). The plot

reveals a similar trend to that observed in DC conductivity.

The power law model [17], as outlined by Sidebottom, offers the parameter n, which is linked to the

dimensionality of conduction pathways [20]. According to Sidebottom’s proposition, a value of n around

0.67 signifies the silver (Ag+) ions tridimensional movement in MoIO4 (iodo-molybdate) glassy systems

[21], showcasing independence of temperatures as well as concentration. A more in-depth investigation

indicates that an average value of n around 2.72 can be regarded as the fractal dimensionality of quasi-

crystals [22].

In Fig. 3(b), the average values of n associated with different compositions are presented. This represen-

tation allows for a visual exploration of the dimensionality characteristics across the studied compositions.

The observed trends in n provide valuable insights into the conduction pathways and the complex nature

of charge carrier motion within the system. Figure 3(b) shows that the value of n can be sometimes higher

than 1 (for x = 0.2) and sometimes lower than 1 (for x = 0.1). With a lower concentration of Na2O the

Na+ ion motion is dominated by electron or polaron hopping. As the concentration of Na2O increases the

conduction is again dominated by Na+ ion motion over electron or polaron hopping.

FIG. 3: (a) Hopping frequency vs concentration at a particular temperature T=393 K. (b) Frequency exponent(n) with

compositions.

The activation energy depicted in Fig. 1 (b) demonstrates an increase with increasing x, suggesting a
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potential shift in conduction mechanisms. This phenomenon could be attributed to the conduction of Na+

ions encountering a larger barrier potential. Another plausible explanation could involve the existence of an

increasing number of oxygens that are not bridge oxygens for concentrations ranging from 0.10 to 0.2. This

presence may prompt the release of more electrons from ZnO. The additional electrons from ZnO will be

quickly liberated due to its presence, given the expectation that Na+ is likely to form bonds with O−2.This

line of reasoning leads to the consideration of electron/polaron hopping as the predominant conduction

mechanism in samples with lower Na2O content.

Conversely, with an increase in Na+ ion content, more bridging oxygens are expected to associate with

Na+, suggesting Na+-O−2 releasing additional sodium ions. Consequently, conductivity is anticipated

causing domination due to the movement of Na+ ions with increasing value of compositions. In summary,

the magnitude of frequency exponent might be linked to the polaron-to-ion transferring mechanism as the

quantity of Na2O varies from lower to higher concentrations. The nature of activation energy for electrical

conductivity is crucial in overcoming the respective potential barriers associated with these conduction

mechanisms. This discussion provides insights into the dynamic interplay between composition, conduction

mechanisms, and activation energy in the studied system.

By manipulating the electric field, one can anticipate the thermal activation of charge carriers as the

determining factor for electrical transport in disordered solids [23, 24]. Jonscher’s universal power law

is often considered appropriate when analyzing the AC conductivity data of amorphous semiconductors

[23, 24], expressed as

σ(ω) = σ0 +AωS . (3)

Here, σ0 is the DC conductivity, A is the coefficient, and S is the power of frequency. Researchers [25–

27] have explored the AC conductivity spectra in the higher frequency range, as illustrated in Fig. 4(a) for

(x = 0.2) at different temperatures. The graph indicates a linear increase in AC conductivity with frequency

in the high-frequency region, reflecting the nature of thermal activation. Equation (3) is employed to fit the

AC conductivity values from Fig. 4(a), revealing a best-fit lines. The S-values are calculated from the

slopes of these best-fit lines. Additionally, Fig. 4(a) suggests that as the frequency rises, and so does the AC

conductivity. It is inferred from the figure that different conduction mechanisms with varying slopes S may

underlie the conductivities at low and high temperature at various frequency ranges.

The other samples prepared in the similar manner also exhibit a same type of AC conduction process

within higher frequency regime. In the lower frequency region the VRH (variable range hopping) model

[28–30] is applied for the probable conductivity process. Drawing from the defect model developed by

Ingram et al [31], the characterization of the effectiveness of conductivity is accurately performed in the
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FIG. 4: (a) High conducitivity spectra for x=0.2 at various temperatures, solid straight lines indicates the best fitted

straight line fits. (b) S-T plots for x=0.1 and (c) x=0.2.

high-temperature regions. The current researches [32] proposes that in the lower frequency region the

polaron hopping aided by phonons is caused by the characteristic Ag-S vibration, whereas in the higher

frequency regions it is caused by the unequal elongating vibrational modes of Zn-Te-Se bonding forming

primary portion of the conductivity process.

Hence, it is common practice to explore the concept of conduction process within higher frequencies in

relation with complete temperature. Approximate S-values depicted in Figs. 4(a) and 4(b) for (x = 0.1 and

0.2), respectively, providing insights into their conduction behavior. The trend reveals a decrease in S with

increasing temperature for all samples, as illustrated in Figs. 4(a) and 4(b). These experimental findings,

when fitted with an appropriate model, offer crucial information about electrical conduction in the current

system. To resolve this problem several attempts [8] were made, and CBH (correlated barrier hopping)

model [8, 26] has been proven to be suitable for the study of conduction mechanism.

The CBH model [26, 33, 34] predicts that the paired hopping paths of charge carriers (polarons) involve

current transfer between localized sites at the Fermi level in a system exhibiting negatively dependence on

temperature. According to this model, the expression for S is given by [33]

S = 1 − 6kBT

Wm + kB(T − T0) ln(ωτ0)
. (4)
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Here,Wm is the maximum barrier height, kB is the Boltzmann constant, T is the absolute temperature, T0 is

the temperature at which S becomes unity, and τ0 is the relaxation period. The bold curves in Figs. 4(b) and

4(c) represent the best-fit curves using Eq. (4), with all fitting parameters estimated. For AC conductivity,

the CBH model is given by

σac =
1

24
n0π

3N(EF )2εε0ωR
6
Hω. (5)

Here, n0 is the number of polarons involved in the hopping process, N(EF ) is the concentration of pair

states, RHω is the hopping distance at frequency ω. At this moment the bi-polar hopping mechanism is

likely to be primarily conduction process.

C. Current-Voltage Characteristics

To assess the suitability of the current system as a battery electrolyte on the scale of charge transport,

the researchers investigated the current–voltage characteristics of prepared samples. An example of such

characteristics is presented in Fig. 5 for x = 0.2 in both the forward and backward directions. Figure 5

clearly shows that the system under study displays a smooth straight curve having a consistent slope and

there is no variation in back and forth ways. This observation clearly suggests Debye-like relaxation [18, 35–

38] and dynamic resistance under a narrow range of applied voltage.

FIG. 5: I-V characteristics for x = 0.2.

The content of ZnO within the system is used to stabilize the dynamic resistance distribution in this

context as an impact of phonon vibration. Robert Hill and D.A. Dissado proposed that, the arrangement of

relaxation time [18, 38] in the non-Debye process is linked to a δ-function value, indicating a highly rapid
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process. In contrast, δ-function value associated with a slow process characterized by a rapid decline in

relaxation time indicates a Debye-like relaxation process. It is an indication of mixed type charge carriers

stable conduction process as anticipated by the slower declination process of Debye-like relaxation mecha-

nism. As observed from current-voltage characteristics in Fig. 5 the nearly zero gap in the conduction paths

in both the forward and backward direction the glassy system doped with Na2O is very much suitable as an

electrolyte for upcoming era of batteries.

D. Relaxation process in the present system

The electrical relaxation characteristics of the investigated system were analyzed through the real (M ′)

and imaginary (M ′′) components of the complex electrical modulus framework [39], employing the follow-

ing expressions

M∗(ω) =
1

ε∗(ω)
=

ε′(ω)

[ε′(ω)]2 + [ε′′(ω)]2
+ i

ε′′(ω)

[ε′(ω)]2 + [ε′′(ω)]2
= M ′(ω) + iM ′′(ω). (6)

Figure 6(a) shows the plot of electric relaxation (M ′′) versus frequency for the samples x = 0.1 and x = 0.2

at a particular temperature (393K). it is observed thatM ′′ spectra exhibit a single relaxation peak where the

height of the peak was increasing with higher value of x. the peak of the plots corresponds to the maximum

value of frequency (ωm) which is utilized to find the value of relaxation time (τ ) the relation τ = 1/ωm.

FIG. 6: (a) Modulus spectra for x=0.1 and x=0.2 (b) relaxation times and activation energy corresponding to relaxation

times with compositions.
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The required estimation in the relaxation process is identified as Debye-type relaxation for the current

glassy system, as indicated by the relation ωmτ = 1, where τ represents the relaxation time. The estimated

relaxation times (τ ) demonstrate a thermally activated nature, expressed as [18, 38]

τ = τ0 e
−Eτ/kBT . (7)

Here, τ0 is the pre-exponential factor, kB is the Boltzmann constant, and T is the absolute temperature.

Equation (7) is used for least square fitting of the experimental data which yield relaxation times energy

barrier Eτ . In Fig. 6(b), the relaxation times (τ ) at a fixed temperature and their associated activation

energies (Eτ ) are presented. Notably, Fig. 6(b) shows that τ increases whereas Eτ decrease with varying

compositions.

For compositions with lower Na2O content, a short-time relaxation process is presumed, likely associ-

ated with the conduction of polarons. The overall relaxation mechanism within the current material under

study is elucidated when it is associated with the lowest oscillations of sodium ions in compositions fea-

turing higher quantity of Na2O.Consideration is given to all types of lattice vibrations during relaxation

mechanism for dielectrics. The values of structural parameters (β) [37, 38] against composition is given

in Table I. The β values also distinctly signify a transition in the relaxation process, shifting from polaron

hopping to ionic conduction [1].

x β(±0.01)

0.1 0.793

0.2 0.887

TABLE I: Structural parameters with compositions.

IV. CONCLUSION

In this study, glassy electrolytes of the composition xNa2O-(1 − x)(0.2ZnO-0.8CdO) were synthesized

for x values of 0.1, 0.2, through the melt quenching route. These Na+ conducting glassy electrolytes

were investigated for its possible utilization as material for batteries, specifically studying its conductive

properties of electricity at room temperature, as well as educational purpose. The analysis included the

study of AC conductivity and relaxation behavior. The power law model, also known as the Almond-West

formalism, yielded the frequency exponent (n), providing insights into the dimensionality of conduction

pathways. For x values of 0.20, the observed n values were occasionally higher than 1, indicating the
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potential presence of polaron-ion conductivity in the system. By the application of CBH-model the con-

ductivity mechanism of electrons was recognized, elucidating the pathways of polarons hopping in pairs

through the transfer of current among specific locations. Three-dimensional Na+ motion was identified as

the dominant charge carrier for samples with a higher Na2O content. For the more content of Na2O, the

tridimensional sodium ions (Na+) movement was identified as the dominant one. The composite conductive

system demonstrated significantly greater direct current conduction process relative to Na2O-Li2O system,

confirming the suitability of the present system as electrolytes for new-generation battery materials. The

I-V characteristics exhibited a negligible difference in displacement pathways in both directions, suggesting

the system’s potential as a promising candidate for new-generation battery electrolytes, as a permanent de-

viation was absent. Na2O-doped glassy systems were found to offer advantages over Li2O-doped systems

due to their highly conducting nature and reduced leakage, making them promising for improved battery

materials. Additionally, the abundance of Na+ in nature enhances their ease of use compared to Li+.
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In this study, we report on the preparation of a polymer composite film with enhanced (∼ 99%)

electroactive phases β- and γ-phase) based on P(VDF-HFP) copolymer and Ce3+-complex. Further-

more, its utilization in piezoelectric-based flexible energy harvesting (PFEH) device fabrication has

been studied, where the electrostatic interactions between the surface charges of Ce3+-complex and

-CH2-/-CF2- molecular dipoles of P(VDF-HFP) via H-bonding co-operate to stabilize the electro-

active phases and enhance its piezoelectric properties. PFEH generates∼ 3 V of open circuit voltage

and 0.16 µA short-circuit current under the external pressure impacting amplitude of 14.20 kPa.

Moreover, it can successfully charge up capacitor by repeating finger impact which indicates its po-

tency as an efficient energy-harvesting device. Besides this, the composite film exhibits an intense

photoluminescence in the UV-region that might be very promising in the area of high-performance,

energy-saving, flexible, solid-state UV light emitters and fabrication of hybrid multifunctional energy

harvester where mechano-luminescence phenomenon might be possible to include.

I. INTRODUCTION

Nowadays, nanomaterial-based pressure and strain sensors are the most rapidly growing area of research,

as a consequence piezoelectric-based energy harvesters (namely nanogenerators) are connected synergisti-

cally with the field of energy harvesting, a recent topic with great importance. Nanogenerators are becoming

the simple and easiest implementable key energy harvesting that converts mechanical energy into electri-

cal energy from nano-piezoelectric materials as initially proposed by Wang and Song using ZnO nanowire

arrays [1]. Therefore, several inorganic piezoelectric materials, such as PZT, BaTiO3, ZnSnO3, CdS, ZnS,

etc., have been potentially utilized as power sources in device forms [2–6]. However, often brittleness, toxi-

city, and poor biocompatibility become the limitations in inorganic materials-based piezoelectric device fab-

rication and applicability. In contrast, semi-crystalline and long-chain polymers, such as PVDF (polyvinyli-

dene fluoride) and its copolymers P(VDF-HFP) (poly(vinydilene fluoride-co-hexafluoropropylene)) and

P(VDF-TrFE) (poly(vinilydene fluoride-co-trifluororthylene) from the fluoropolymer family, might be the

best alternate of inorganic counterparts due to its light weight, flexibility, stretchability, cost-effectiveness
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and most importantly bio-compatibility [6–9]. In this study, copolymer P(VDF-HFP) has been selected

as the host material due to the presence of strongly polarizable C-F bonds and its possibility to gener-

ate electroactive crystalline phases spontaneously in the PVDF counterpart. Moreover, P(VDF-HFP) ex-

hibits good mechanical properties with excellent film-forming capability, chemical stability, and an unusual

piezoelectric response, i.e.,|d31/d33| > 1, which is not a common feature in other piezo-polymers [9–12].

Generally, P(VDF-HFP) has mainly four crystalline conformations, viz., α, β, γ, and δ, signified by the

stereo-chemical representation of the structure with alternating s-trans and s-gauche carbon-carbon bond

such as TGTḠ, TTTT , T3GT3Ḡ, and TGTḠ (polar) (T = trans, G = gauche +, Ḡ = gauche −), re-

spectively [9–12]. Among them β- and γ-phases are primarily the focus of interest due to their valuable

piezo-, pyro-, and ferroelectric properties [13]. For instance, there are several processes for nucleating

β/γ-phases, such as mechanical stretching, under an electric field, and by controlling pressure have been

adopted however, the main bottleneck of these techniques is not cost-effective and industrial viable in terms

of large-scale device production. In this work, we focus on the best alternative method where the addition

of selective external filler may lead high yield of β/γ- phases controlling the solvent casting parameters,

such as concentration of filler and P(VDF-HFP) in solvent and temperature.

Thus, we report on a novel, flexible electro-active (more than 99% electro-active phase) Ce3+-complex

and P(VDF-HFP) composite film prepared by a simple solution casting method where electrical poling is

possible to avoid in order to get the piezoelectric behaviour [4, 5, 7]. This composite film-made PFEH

possesses superior piezoelectric performance (output voltage of 3 V and 0.16 µA short-circuit current by

repetitive finger touch motion) under external pressure stimuli that indicate it is very efficient in mechanical

energy harvesting-based applications. Ce3+-complex not only nucleates piezoelectric β-phase in the com-

posite film via electrostatic (like H-bonding) interaction it also has the capability of UV light emitting that

provides a new possibility in optoelectronic device fabrications.

II. EXPERIMENTAL SECTION

A. Film preparation

The P(VDF-HFP) copolymer pellets (Sigma-Aldrich (Mw∼ 400,000)) were immersed in N, N-dimethyl

formamide (DMF, Merk, India) solvent to prepare 6 wt% (w/v) P(VDF-HFP) solution by continuous stirring

at room temperature (∼ 30 ◦C for 12 hours to make sure that the pellets are completely dissolved in DMF.

Then 0.1 gm of cerium salt ((NH4)4Ce(SO4)4 · 2H2O) (Alpha-Asser) was added with P(VDF-HFP) solution

and stirred for 10 days at room temperature till the colour of the resulting solution changed from orange
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to milky white. A reference solution of pure P(VDF-HFP) was also been prepared for comparison. The

solutions were casted on clean glass substrates followed by drying at 90 ◦C for 6 hours and peel-off for the

characterizations and PFEH fabrication. Finally, two sets of films were prepared, (i) HFP (where no additive

is present) and (ii) Ce-HFP (where Ce-salt is utilized).

B. Characterization

X-ray diffractometer (Bruker, D8 Advance) with CuKα radiation of wavelength 0.15405 nm was used

for crystallographic investigations. The characteristic vibrational modes were analyzed by FT-IR by using

Bruker Tensor II spectrometer for crystalline phase identification with 4 cm−1 of spectral resolution. The

in-situ thermal FT-IR was performed in transmission mode with a thermal ramp of∼ 1 ◦C/min. The surface

morphology of composites was studied using a field emission scanning electron microscope (FE-SEM),

INSPECT F50, operated at 20 kV accelerated voltage. Photoluminescence (PL) spectra were recorded with

a Horiba (iHR320) luminescence spectrometer with an excitation wavelength (λexc) of 270 nm.

C. Fabrication of PFEH

Devices were fabricated by simply pasting carbon tape as electrodes (area ∼ 15 × 30 mm2) onto both

sides of the composite films (thickness ∼ 0.3 mm ± 10 µm) and lastly encapsulating with polydimethyl-

siloxane (PDMS) layers to protect the surface from physical damage, Piezoelectric responses were recorded

in terms of open-circuit output voltage using a digital storage oscilloscope (Agilent, DSO3102A). All the

measurements were carried out at room temperature.

III. RESULTS AND DISCUSSIONS

The XRD results reveal that HFP film exhibits three major peaks originating at 19.8◦ (1 1 0), 18.3◦ (0

2 0), and 17.6◦ (0 2 1) as shown in Fig. 1 which are characteristic of the non-polar α-phase. Whereas,

Ce-HFP film possesses a diffraction peak at 20.7◦ that is attributable to overlapping lattice reflections of

(1 1 0) and (2 0 0) planes owing to the existence of polar β-crystalline phase along with trace amount of

crystalline γ-phase that is confirmed by additional three peaks originated at 20.4◦, 19.1◦, and 18.4◦ arises

for (1 1 0), (0 0 2), and (0 2 0) planes respectively [9, 10, 12].

Therefore, all the α-phase characteristic peaks are translated to electro-active phases in Ce-HFP film as

Ce-salt filler takes a significant role in crystallographic phase transformation (α → β/γ) in P(VDF-HFP)

polymer matrix, which is further affirmed with Fourier Transform Infrared (FT-IR) bands in the subsequent
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Fig. 1 
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FIG. 1: XRD peak and its curve deconvolution from HFP and Ce3+-HFP films respectively, where the open circles

are experimental data points and solid lines correspond to the best-fitted curves.

section. The broad diffraction peak at 20.7◦ develops for the overlapping of the polar β-phase at 20.8◦ (1

1 0)/(2 0 0) and semi-polar γ-phase at 20.4◦ (1 1 0), which demands a curve deconvolution for describ-

ing amorphous and crystalline phases and further computing their crystallite sizes. The overall degree of

crystallinity (χc) is calculated from the relation,

χc =

∑
Acr∑

Acr +
∑
Aamr

, (1)

where
∑
Acr and

∑
Aamr represent the integrated areas for the crystalline peaks and amorphous halos of

XRD pattern respectively. The degree crystallinity(χc) diminishes in the Ce-HFP film (see, Table I) which

is a very common behaviour of a reinforced polymer composites and suitable for the enhancement of the

dielectric properties also. The average crystallite size (D) is obtained according to Debye–Scherrer formula,

D =
kλ

B cos θ
, (2)

where B is the full width at half maximum (FWHM) of the diffraction peak in radians and λ is the X-

ray wavelength (i.e., 0.154 nm), k = 0.89, a constant. The crystallite sizes are tabulated in Table. I which

reveals that β-crystallite size is relatively greater than the γ-crystals. In Ce-HFP film the hydrogen bonding

interaction between the Ce-salt filler and co-polymer matrix possess all-trans conformations in layer-by-
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layer configuration and large content of polar β-phase is achieved which will deliver better piezo-response

as it is directly proportionate to the β-crystallinity.

Sample χc(%) Dα Dβ Dγ

HFP 48 9 − −

Ce-HFP 34 − 12 8

TABLE I: Degree of crystallinity(χc), sizes ofα-, β- and γ-crystallites of the composite films (Dα,Dβ ,Dγ) calculated

from the XRD curve deconvolution pattern.

In the FT-IR spectra in Fig. 2(a) evidence that the vibration bands that appeared at 612, 763, 970,

and 1211 cm−1 confirm the predominant non-polar α-phase in HFP film. In contrast in Ce-HFP film, all

α-phases characteristic peaks completely disappeared, whereas two prominent peaks at 1276 cm−1 and

1231 cm−1 are illustrated, which are the signatures of β-phase (TTTT conformation) and γ-phase (TTTG

conformation) respectively [9, 10, 12]. As β- and γ-phases resemble each other structurally common TTT

chain conformation that possess some common vibration bands such as 840 and 510 cm−1 which exhibit

the dual character of β and γ-phases [9, 10]. It indicates that the inclusion of cerium salt takes a crucial

role in the crystallographic transformation, i.e., α → β/γ phase in P(VDF-HFP). Two additional well-

resolved bands at 640 and 602 cm−1 shown in Fig. 2(a) and another arrow-marked broad band at 1041

cm−1 correspond to Ce-O stretching vibrations (νCe−O) that indicates that cerium salt resembled as Ce3+

complex in DMF [6]. The absorption intensity of the 840 cm−1 band is assigned to quantify the relative

proportion of electroactive phases fraction (FEA), by using the following equation,

FEA =
AEA

AEA + K840
K763

ANEA
, (3)

where AEA and ANEA are the absorbance at 840 cm−1 and 763 cm−1, respectively, and K840 (7.7 × 104

cm2 mol−1) andK763 (6.1×104 cm2 mol−1) are the absorption coefficients at the respective wavenumbers.

99% of electroactive phases are achieved in Ce-HFP film by utilizing 1 wt% of Ce3+-salt filler in P(VDF-

HFP) matrix [Fig. 2(c)]. After that, the β- and γ-phases are quantified individually by curve deconvolution

of 840 cm−1 band as shown in Fig. 2(d) by using the following relations,

F (β) = FEA

( Aβ
Aβ +Aγ

)
× 100% (4)

and

F (γ) = FEA

( Aγ
Aβ +Aγ

)
× 100%, (5)
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where, Aβ and Aγ are the area under the deconvoluted bands of the β- and γ-phases, respectively centred

at 840 cm−1. The individual values of F (β) and F (γ) are incurred 85% and 15% respectively, which

portrayed that, there present a large content of β-phase in Ce-HFP film compared to γ-phase. The shift-

ing of -CH2 asymmetric (νas) and symmetric (νs) stretching vibration bands [inset of Fig. 2(b)] in Ce-HFP

film towards lower frequency regions reveal the confirmation of interfacial interaction from the positively

charged Ce3+-complex and -CF2 dipoles in P(VDF-HFP) matrix. Additionally, a broad band observed at

3342-3140 cm−1 [Fig. 2(b)] region, originated due to the -OH stretching vibrations (νO−H ) at the inter-

face between Ce3+-complex and P(VDF-HFP) copolymer matrix. Actually, the -HSO4 ligand from Ce3+-

complex creates hydrogen bonding (O-H· · ··F-C) with F-ion of P(VDF-HFP) chain that may encapsulate the

Ce3+-complex [Fig. 2(e)], which provided a higher yield of electroactive β-phase in hydrated salt utilized

P(VDF-HFP) film [9, 10]. Fig. 2 
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FIG. 2: FT-IR spectra of HFP and Ce-HFP films in different frequency regions, (a) 1600-400 cm−1 and (b) 3400-2800

cm−1. (c) Relative % of FEA for the HFP and Ce-HFP films. (d) Deconvolution curve of FT-IR spectra of Ce-HFP

film in frequency 920-780 cm−1, the dots are experimental data and the solid lines correspond the best fitted data and,

(e) Schematic drawing of Ce-complex coordinates to DMF and its interaction with P(VDF-HFP) via H-bonding.
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The in-situ temperature-dependent FT-IR of Ce-HFP film was also executed to feel the thermal be-

haviour of the crystalline polymorphs (β- and γ-phases), shown in Figs. 3(a) and 3(b). The absorbance

intensities of β-(β1275), γ-(γ1231) and α-(α763) phase vs. temperature is represented in Fig. 3(c) that affirms

the lower melting behaviour of the β-phase (144 ◦C ) comparable to α-phase (184 ◦C) and γ-phase (199 ◦C)

[14]. Noteworthy that piezoelectric properties in P(VDF-HFP) is primarily governed by the electro-active

β-phase, therefore in-situ thermal FT-IR study provides a clear idea about piezoelectric based device oper-

ation region which is around 144 ◦C. It is worth noting that the improvement in the thermal stability has

prime importance for widening the device operating temperature regions, since the electro-active phases are

mainly responsible for the piezoelectric origin. Fig. 3 
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FIG. 3: In-situ thermal FT-IR spectra of (a) Ce-HFP and (b) HFP film with thermal ramp ∼ 1 ◦C/min, where the

spectra in between room temperature 30 ◦C to 200 ◦C are shown in 10 ◦C C interval for clarity. (c) The absorbance

intensities of β-phase at 1275 cm−1, γ-phase at 1234 cm−1 from Ce-HFP film and α-phase at 763 cm−1 from HFP

film for representing their peak melting temperatures via in-situ thermal FT-IR study.

The FE-SEM images represented in Fig. 4(a) (HFP film) and Fig. 4(b) (Ce-HFP film) illustrated that

the doping of Ce3+-complex in P(VDF-HFP) copolymer matrix improves the polymer surface morphology

as it embedded in copolymer matrix. A large number of particles with rod shapes but in different sizes

are formed in Ce-HFP film as observed from the micrograph. The Inset of Fig. 4(b) shows the digital

photograph in foldable condition that demonstrates the flexibility of the corresponding film. On the other

hand, the HFP film shows the predominant α-phase, evidenced by α-spherulitic fibril growth which is

consistent with the FT-IR spectra. So, in Ce3+-complex utilized HFP film the α-phase characteristic is
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diminished which signifies that the doping can hinder the growth of the non-polar phase and favor the

formation of the electroactive phases.
Fig. 4 
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FIG. 4: FE-SEM images of the (a) HFP and (b) Ce-HFP films, inset of (b) represent the digital photograph of the

composite film to demonstrate the flexibility.

Piezoelectric output signals from PFEH were performed under repetitive finger touch and release motion

with applied stress amplitude of 14.20 kPa and it delivers up to ∼ 3 V of open circuit voltage as shown in

Fig. 5(a). To affirm the output voltage from PFEH is monitored by the piezoelectric properties, the polarity

test was performed simply by reversing the electrode connections with the top and bottom and the insets

of Fig. 5(a) represent the reverse and forward circuit diagrams respectively. It is important to note that due

to the different strain rate at touch and release response the output signals are not uniform. The enhanced

output response of PFEH is due to the change in dipole moment (i.e. −CH2−/−CF2−) of P(VDF-HFP)

itself with the applied stress along with change of initial dipole moment in non-centrosymmetric Ce3+-

complex encapsulate with P(VDF-HFP) via electrostatic interaction/H-bonding. The deformation of non-

centrosymmetric crystal structure of Ce3+-complex in Ce-HFP film causes remarkable improvement in the

piezoelectric response by inter play of its deformed structure to stable one and vice versa with the application

of applied stress [6]. Additionally, the hydrogen bonding (O-H· · ··F-C) interaction not only promote the

nucleation of piezoelectric β-phase, but also improves the polarization ordering by increasing the stability

of the molecular chain that leads to a better alignment of dipoles (−CH2−/−CF2−) due to self-poling

phenomenon [9, 12]. Herein the dipoles are oriented in a particular direction that favour a stress induced

polarization and as a result the external electrical poling is possible to avoid. The dependency of output

voltage and short-circuit current signals from PFEH as a function of different load resistances (RL) were

evaluated and it is found that the output voltage through the outer resistor gradually rises up to certain extend

(i.e., ∼ 3 V) at theoretically infinite resistance, in contrast the corresponding current signal decreases with

increasing the load resistance [Fig. 5(b)], which corresponds to the principle of open circuit condition. The

instantaneous power reaches maximum of ∼ 0.07 µW [Fig. 5(c)] at a resistance of 10 MΩ. The capacitor
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charging ability of the PFEH was also tested with rectifier bridge circuit [inset of Fig. 5(d)], and the result

shows in Fig. 5(d) its ability to successfully charge up 1 µF capacitor within very short interval of time

(∼ 2 min.) by repetitive finger touch and release motion. Therefore, the capacitor charging performance of

the PFEH demonstrates that it might be applicable as alternative choices towards the area of self-powered

energy harvesting devices. Fig. 5 
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FIG. 5: (a) Piezoelectric output voltage generated in forward connection (left half) and reverse connection (right half).

(b) Variation of output voltage and current signals as a function of variable resistance under finger touch. (c) Effective

output power with the equivalent circuit diagram and, (d) Capacitor charging response from PFEH by repetitive finger

tapping (applied pressure amplitude ∼ 14.20 kPa) where inset of (d) represents the corresponding circuit diagram

used to charge up 1 µF capacitor.

The room temperature PL spectrum of the Ce-HFP film is recorded by using an excitation wavelength

at λexc = 270 nm as shown in Fig. 6(a). Ce3+ ions have only one electron in its 4f shell that can be

excited to the 5d orbitals upon UV light irradiation. The excited 5d state of Ce3+ splits into two spin-orbit

components, depicted as 2D5/2 and 2D3/2 as shown in Fig. 6(b). When Ce3+ ions are excited at 270 nm,

the transitions from the ground 2F7/2 state to excited 5d states is occurred. As a consequence, emission

shows two bands due to the double character of the 4f1 ground state (spin-orbit components are 2F5/2 and
2F7/2 states), which are attributed to the 2D → 2F5/2 (321 nm) and 2D → 2F7/2 (344 nm) transitions.

These transitions are distinctly expressed by curve deconvolution process ensuing two Gaussian peaks with

maxima at 321 and 344 nm, respectively [6, 15]. Thus Ce3+-complex doped P(VDF-HFP) film promises a

new type of photonic application apart from its piezoelectric activity, that extends its importance as potential
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Fig. 6 

 

FIG. 6: (a) Room temperature PL spectra of the Ce-HFP film. (b) Energy level diagram for explaining the light

emission from Ce3+- complex with excitation at λexc = 270 nm.

multifunction film for versatile sensor developments.

IV. CONCLUSIONS

In conclusion, more than 99% of electro-active β- and γ-phases are achieved in the P(VDF-HFP) poly-

mer matrix by introducing Ce3+-complex filler. The electrostatic interaction between Ce3+-complex and

CF2 groups of host polymer plays an important role in enhancing piezoelectric properties via H-bonding.

PFEH can deliver a maximum open circuit voltage of ∼ 3 V and a short-circuit current of ∼ 0.16 µA by

repetitive finger touch motions. The charging capability of the capacitor reflects its potential to be utilized

as a piezoelectric-based energy harvesting device. Additionally, Ce-HFP displays an intense photolumines-

cence in the UV-region that might have potential application in the area of future optoelectronics.
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The procedure of estimating the different extensive air shower (EAS) parameters is inherently

linked to the accurate estimation of the cosmic-ray EAS cores. In EAS data analyses, the core of an

EAS is estimated simultaneously with other crucial EAS parameters like shower size, shower age,

etc. by fitting the lateral density data (LDD) of either the EAS charged secondaries or purely elec-

trons with some suitably chosen lateral density function employing the maximum likelihood method.

The present analysis estimates EAS cores using the LDD of electrons that fall on the scattered array

detectors from the simulated EASs initiated by proton and iron primaries. Considering a densely

packed detector array, including configurations akin to GRAPES-3, the research employs a straight-

forward weight average method (WAM) for the EAS core estimation. The findings reveal that around

95.5% of simulated showers exhibit EAS cores within a deviation range of approximately 1 m to 3 m

from the actual cores of the CORSIKA Monte Carlo showers initiated by proton and iron primaries.

I. INTRODUCTION

Cosmic rays (CRs) are the high-energy particles originating from sources beyond our solar system, con-

tinually bombard the Earth’s atmosphere. When these CRs collide with atmospheric nuclei, they trigger a

cascade of secondary particles, resulting in what is known as an extensive air shower (EAS). Formation of an

EAS is a complex phenomenon involving the interaction of CRs with the atmosphere, producing a myriad of

secondary particles, including electrons, positrons, muons, photons, and hadrons. These particles propagate

through the atmosphere, creating a shower-like pattern extending several square kilometers. One remarkable

aspect of EASs is their immense energy. Primary CRs can possess energies ranging from 109 to 1020 eV,

far surpassing the energies achievable in particle accelerators on Earth. As the primary CR particle collides

with atmospheric nuclei, its energy is distributed among the secondary particles, leading to the development

of the EAS. The study of EASs provides valuable insights into the properties and origins of primary CRs

and the fundamental processes governing high-energy particle interactions in the cosmos. By analyzing the

characteristics of air showers, crucial information about EASs can be inferred, such as the energy spectrum,

composition, and arrival directions of CRs, shedding light on their astrophysical sources and acceleration

mechanisms. Statistically, EASs exhibit a power-law distribution in terms of their energy spectrum, with
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higher-energy events being less frequent than lower-energy ones. Some interesting characteristics of the

distribution, like - the knee, the ankle and the GZK cutoff of the primary particle energy spectrum, reflect

the underlying physics of CR interactions and are a vital feature analyzed by researchers to understand the

nature of CR accelerators and the mechanisms responsible for their acceleration to such extreme energies.

Furthermore, the statistical properties of EASs, including their lateral spread, lateral/radial particle density,

and the depth of shower maximum development in the atmosphere, offer valuable constraints for theoretical

models and simulations of CR propagation and interaction processes.

Detecting and analyzing EASs require sophisticated instruments and experimental setups, such as those

employed in facilities like the GRAPES-3 experiment [1, 2]. The precision of measurements pertaining to

EAS parameters rests upon the meticulous estimation of the EAS shower cores. Various methodologies are

being explored to attain a more accurate core estimation. In the case of densely configured EAS arrays like

GRAPES-3, employing the stated weighted average method (WAM) [3] through simulation is anticipated

to streamline the proceedure while ensuring accuracy in delineating the EAS core.

The plan of the paper is as follows. A brief description of the GRAPES-3 experiment is given in Section

II. The air shower simulations for the study is presented in Section III. Section IV describes briefly the EAS

core estimation formulae. In Section V, the main results of the work with the necessary discussion is given.

The paper ends with a conclusion in Section VI.

II. THE GRAPES-3 EXPERIMENTAL CONDITIONS

The GRAPES-3 (Gamma Ray Astronomy at PeV EnergieS; phase-3) [2] experiment is located in the

mountain valley of Ooty, Tamil Nadu in southern India (11.4o N, 76.7o E, 2200 m a.s.l.). The air shower

detector-array of the GRAPES-3 facility is a sprawling network of detectors designed to capture the cas-

cades of secondary particles generated when CRs interact with the Earth’s atmosphere. These detectors are

deployed in a symmetric hexagonal geometry with different (Xi , Yi , Zi ; for ith detector) coordinates. The

meticulously designed EAS array consisting of 395 scintillators [1], each 1 m2 in area with inter-detector

separation of only 8 m (Fig. 1). The second major component of the GRAPES-3 experiment is the 560 m2

GRAPES-3 muon detector that contains 16 tracking modules (each 35 m2 in area and energy threshold of

1 GeV for vertical muons) [2], which provides reliable measurement of the muon size (Fig. 1).
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FIG. 1: The GRAPES-3 detector array with a varying elevation, showing muon detectors module in the left and data

acquisition center in the middle of the figure. The figure on the right represents the schematic layout of the detector

array.

III. EAS SIMULATION

The simulation of EAS events involves a coupling between two distinct hadronic interaction models

within the CORSIKA Monte Carlo (MC) program version 7.690 framework [4]. Specifically, the high-

energy regime (above 80 GeV/n) is governed by the QGSJet 01 version 1c model [5], while the UrQMD

model [6] characterizes the lower energy section (below 80 GeV/n). For the electromagnetic component,

the EGS4 program library is employed. The EAS events are simulated to mirror the geographical location

of the GRAPES-3 experiment. The kinetic energy thresholds for muons and electrons are set at 0.3 and

0.003 GeV. About 20000 showers are simulated for each of the proton and iron primaries, spanning primary

energy ranges between 8× 1014 eV and 3× 1015 eV, with zenith angles constrained below 25◦. In addition

to this comprehensive data set, a numerous number of additional showers are simulated for each mentioned

primary type, encompassing various specific primary energy values and zenith angles in order to broaden

our quest.

IV. ESTIMATION OF THE EAS CORE

By default, CORSIKA simulates the core of each EAS at the centre of the detector plane (0,0). However,

in reality, EAS cores are randomly distributed across the detector array. To reflect this reality in our shower

simulations, we deliberately employ random numbers to distribute the EAS cores arbitrarily within the red

hexagon [1] (refer to Fig. 1), which closely mimics the real-world scenarios. These cores are represented by

coordinates (xr, yr). Subsequently, the core position of each shower is estimated as (xe, ye) by calculating

the weighted mean of the first nineteen selected detectors with the highest-density of electron counts (ρi)

114 © 2024  Dept. of Physics, NBUJ. Phys. Res. Edu.



(xe, ye) = (

∑
Xiρ

2
i∑

ρ2i
,

∑
Yiρ

2
i∑

ρ2i
); i = 1, ..19. (1)

The core position of each shower is estimated considering plane detector configuration (i.e. taking

Zi = 0 for each detector) as well as for actual detector configuration (i.e. taking Zi 6= 0 and the modified

coordinate of each detector for varying elevation is (XZ
i , Y

Z
i ) = (Xi+Zi tan Θ cosφ, Yi+Zi tan Θ sinφ),

where φ is the polar angle of detector plane, and Θ is the zenith angle of an EAS).

The error in the core estimation is determined as follows:

∆r =
√

(xr − xe)2 + (yr − ye)2. (2)

V. RESULTS AND DISCUSSIONS

The WAM estimates the EAS core quite accurately for hexagonal symmetric density distribution for the

detector configuration of the GRAPES-3 experiment centre. Here, hexagonal symmetric density distribution

represents a scenario for the energy deposition of an EAS in the detector array in such a manner that there

is a highest density detector surrounded by six next highest-density detectors inside the first ring, which

are surrounded by twelve next highest-density detectors inside the second ring, and the weighted average

of these nineteen density detectors represents the estimated core of the EAS. The CR showers with higher

zenith angle and lower primary energy inhibit the hexagonal symmetric distribution of density of EAS

electrons, thereby reducing the accuracy of the estimated core.

The primary challenges encountered in employing the WAM for the core analysis dwell around fluc-

tuations in densities observed at the detectors, and the considerable spacing between them. Remarkably,

these separations pose a significant issue with low-energy EASs, where the number of active detectors is

minimal. An extensive hindrance of hexagonal symmetry in density distribution can be observed in Fig. 2

for EASs initiated by the proton with energy 1014 eV, and the problem rises with increasing zenith angle,

thereby worsening the difficulty in estimating the EAS cores. Additionally, the highest density detectors

are dispersed in such a manner that EASs exhibit multiple core structures, rendering the WAM ineffective

in accurately pinpointing core locations using the mentioned nineteen highest density detectors particularly

for inclined EASs initiated by low-energy primaries.

To mitigate the impact of density fluctuations, especially at lower energies, we adopted a cluster-based

approach. In this method, we select the highest-density detector within a designated cluster for each shower

event. Subsequently, the remaining eighteen detectors are chosen within a 25 m radial distance from this

maximum density detector. The core location is then estimated utilizing the WAM, based on these chosen
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nineteen highest density detectors. Through this approach, we find that for low-energy proton showers

(4× 1012eV ≤ E ≤ 1× 1013eV), we can accurately estimate the core location for 95% of events with an

uncertainty of ±5 m. In the energy range (3× 1014eV ≤ E ≤ 7.5× 1014eV), we found 95% events within

±4 m for the actual detector array. The value of ∆r (in m) within which 95.5% of events are present for p

and Fe initiated showers, considering actual array configuration at two different average energies (0.3 PeV

and 0.5 PeV) is shown in the Table I.

TABLE I: ∆r (in m) for 95.5% events considering actual detector array

PCR Proton Iron

E(PeV ) 0.3 0.5 0.3 0.5

Θ = 0o 2.27 1.58 4.52 3.47

5o 2.32 1.88 4.62 3.67

15o 2.67 2.27 4.62 3.57

25o 2.97 2.62 4.67 4.32
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FIG. 2: Density plot for proton-initiated showers with E = 1014 eV and Θ = 0o (top), and Θ = 25o(bottom).

The density fluctuations around the estimated core is minimal for high-energy showers, as illustrated

in Fig. 3. Additionally, there is a noticeable contrast in density between the highest-density detector and

other detectors registering hits. The cases involving high-energy showers, the strategic expansion of the

cluster boundary is undertaken to envelop the whole of the detector array. This deliberate extension ensures
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FIG. 3: Density plot for proton showers with E = 1015 eV and Θ = 0o (top), and Θ = 25o(bottom).

the comprehensive selection of the 19 detectors exhibiting the highest-density. By broadening the scope of

the cluster boundary to encapsulate the entire detector array, we guarantee the inclusive selection of these

critical detectors, thereby focussing the pivotal attributes of the high energy shower event. Table II presents

the ∆r values (in m), which delineates the radial distance within which 95.5% of events occur for both p-

and Fe-initiated showers. This analysis is conducted for both the plane detector array and the actual array,

accounting for a geometric correction for the z-coordinate of each detectors. The ∆r values are computed

at three distinct average energies.

Finally, the methodology is applied to a data set comprising the entire 20000 showers initiated by each of

proton and iron primaries, with primary energies falling within proximity to the knee region (8× 1014eV−

3 × 1015eV) and Θ not exceeding 25◦. Illustrated in Fig. 4 is the population distribution of ∆r for both

proton and iron showers, considering the plane detector configuration of the GRAPES-3 array. Notably,

the mean of this distribution stands at 0.074 m for proton and 1.094 m for iron showers. Conversely, when

accounting for the actual detector configuration of the GRAPES-3 array, the mean values of the population

distribution of ∆r escalate to 1.094 m for proton and 1.385 m for iron showers as illustrated in Fig. 5.

117 © 2024  Dept. of Physics, NBUJ. Phys. Res. Edu.



TABLE II: ∆r (in m) for different conditions.

PCR Proton Iron

E(PeV ) 0.8 1 3 0.8 1 3

Pl
an

e
ar

ra
y

(∆
r)

Θ = 0o 1.33 1.23 1.08 2.42 1.93 1.08

5o 1.33 1.28 1.18 2.52 1.93 1.13

15o 1.58 1.33 1.28 2.72 2.82 1.28

25o 1.83 1.48 1.28 3.72 3.77 1.58
A

ct
ua

la
rr

ay
(∆
r)

0o 1.33 1.38 1.18 2.62 2.23 1.28

5o 1.43 1.38 1.23 2.57 2.32 1.28

15o 2.47 2.32 1.83 3.87 3.02 2.13

25o 3.82 3.48 3.32 4.87 4.12 3.57
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FIG. 4: Frequency distribution of ∆r for the EASs produced by proton and iron primaries while considering plane

array configuration of detectors.

VI. CONCLUSION

The analysis explored a methodology for accurately estimating the cores of EASs for a detector array

like the GRAPES-3 experiment. We observed that the WAM proves effective, particularly in scenarios of

high-energy showers with dense detector arrays. Initially, we encountered issues with density fluctuations

and asymmetric density distributions over the whole detector array, prompting the exploration of novel ap-

proaches, such as cluster-based methods, to improve core estimation accuracy, especially in low-energy

showers. As the energy of the primary particle increases, EASs exhibit larger shower sizes accompanied

by an expanded lateral spread in density distribution, encompassing the entire configuration of the detector
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FIG. 5: Frequency distribution of ∆r for the EASs produced by proton and iron primaries while considering actual

array configuration of detectors.

array. Consequently, the cluster boundary is widened to encompass the entirety of the detector array, en-

suring comprehensive coverage of the shower event. Notably, our findings emphasized the significance of

geometric considerations and detector array configurations to accurately estimating the EAS core, which is

crucial for reconstructing the showers and asociated EAS parameters.

Our investigation has used MC data generated by the CORSIKA code of version 7.690. It has been

observed that the value of ∆r is larger for an iron shower compared to a proton shower The iron nuclei

have a larger interaction cross-section compared to protons. Consequently, the iron nuclei are more likely

to interact with atmospheric particles, leading to more frequent collisions and interactions. Due to their

intense atmospheric interactions, iron nuclei lose energy more rapidly as they travel through the atmosphere.

The higher mass and energy of iron nuclei result in more energetic collisions with atmospheric particles,

leading to a more significant number of secondary particle production. Consequently, the larger number

of secondary particles in iron-initiated showers contributes to a higher attenuation effect as they propagate

through the atmosphere. Protons, being lighter particles, tend to interact less frequently and penetrate deeper

into the atmosphere before initiating the showering process compared to heavier nuclei like iron. These

factors are responsible for smaller shower sizes for iron EASs than proton-initiated showers. Again, lower-

energy primaries initiate fewer interactions and consequently produce fewer secondary particles, reducing

shower size. The EASs with reduced shower sizes result in a sparser distribution of detector hits. This

reduced the density of detectors due to EAS particles which may lead to more significant uncertainty in

determining the precise location of the shower core, as fewer data points may be available for analysis.

The asymmetric lateral density distribution observed in the detector array for inclined extensive air show-

ers primarily emanates from the unequal attenuation of secondary cosmic ray particles for different polar
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angles in the shower front plane while propagating through the atmosphere, causing an unequal dispersion

of secondary particles. Moreover, asymmetries in particle generation, atmospheric absorption, scattering

processes, and the Earth’s geomagnetic field together contribute to this asymmetry, resulting in enhanced

uncertainty in EAS core estimation.
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